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ABSTRACT

Translation symmetry is a fundamental concept in condensed matter physics
that describes the invariance of the physical properties of a given system under
discrete or continuous spatial translations. This symmetry plays a crucial role in
the understanding of the behavior of solids, liquids, and other condensed matter
systems. For example, the periodic arrangement of atoms in a crystal lattice is
a manifestation of translation symmetry, which gives rise to electronic band
theory, a cornerstone of our understanding of solid state systems. Moreover,
exotic properties of electronic band structures led to the discovery of topological
phases of matter. Nevertheless, many real-world systems lack such symmetry
due to impurities, defects, and other sources of disorder.

The aim of this thesis is to investigate the physics of condensed matter
systems that lack translation symmetry, either through the introduction of
impurities and disorder, or through engineered smooth spatial deformations of
the Hamiltonian density. Specifically, we focus on topological phases in fully
disordered and Anderson localized lattices, for which traditional topological
classifications do not apply. Furthermore, we study the non-equilibrium dynam-
ics of spatially inhomogeneous critical models and the emergence of rich spatial
structures, in a class of systems that lack full translation symmetry both in
space and in time, shedding new light on the peculiar heating properties of
driven integrable systems.

The first part of the thesis is concerned with topological phases of matter
beyond the paradigmatic periodic classification of topological insulators (TIs)
and superconductors (TSCs). We first investigate a generalization to an arbitrary
number of electronic bands of the Hopf insulator, a delicate TI whose existence
strongly relies on the presence of lattice translation symmetry. We obtain a
Z classification for N-band Hopf insulators, that we relate to the quantized
isotropic magnetoelectric coefficient of their bulk. We formulate a general bulk-
boundary correspondence for such an N-band Hopf insulator connecting the
bulk topology to the quantized Hall conductivity on the boundary, despite the
non-uniqueness of the division between bulk and boundary. We then show that
on the other hand fully localized, three-dimensional, time-reversal-symmetry-
broken disordered insulators do not belong to a single phase of matter but can
realize topologically distinct phases that are labeled by integers. The phase
transition occurs only when the system becomes conducting at some filling.
We find that these novel topological phases are fundamentally distinct from
insulators without disorder: they are guaranteed to host delocalized boundary
states giving rise to the quantized boundary Hall conductance, whose value
is equal to the bulk topological invariant associated to a quantized isotropic
magnetoelectric polarizability tensor.

The second part of the thesis is concerned with the dynamics of periodi-
cally and quasi-periodically driven inhomogeneous critical quantum systems
in (1 + 1) dimensions, through an effective low energy description comprising
inhomogeneous conformal field theories (CFTs). Through conformal maps that
encode the time evolution of fields, and lead to the time evolution of energy
and entanglement entropy, we establish a correspondence between such driven
inhomogeneous CFTs and dynamical systems on the circle. This exact corre-
spondence leads to the emergence of heating and non-heating phase, depending
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on the existence or not of fixed points in the one-cycle Floquet map. The heating
phase is characterized by emergent Floquet horizons that absorb all energy
and entanglement of the driven system. In the limit of large central charge,
we show that these horizons act as fast scramblers of quantum information
by computing out-of-time-order correlators (OTOCs), and their associated
Hawking temperature sets the Lyapunov exponent of the exponential OTOC
decay. Furthermore, we corroborate our analytical findings with numerical
calculations on driven inhomogeneous free fermion chains, for pure and thermal
initial states as well as for closed and dissipative environments.

The last part of the thesis is concerned with the study of Tomonaga-Luttinger
liquids (TLLs) thrown out of equilibrium by marginal deformations in the
form of interaction modulations. This is modeled by quenching or periodically
driving the Luttinger parameter between two different values. Specifically, we
obtain exact analytical results for the evolution of the Loschmidt echo and
observables such as the particle and energy densities. For generic pure initial
states, the quench dynamics are shown to exhibit periodic revivals and temporal
orthogonalities. For thermal initial states, we show the equilibration of the
TLL to an effective temperature determined by the ratios of the Luttinger
parameters. For the periodic drive, we show stability or instability of time-
evolved physical quantities dependent on the drive parameters, and prove that
the transition between stable and unstable phases is universally described by
a critical exponent of one-half. We further study equilibrium properties of
marginally deformed TLLs, and compare inequivalent thermal density matrices
by non-perturbatively evaluating their Rényi divergence and relative entropy.
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Part I

INTRODUCTION





1PREFACE

A central theme in modern condensed matter physics is the exploration of
quantum phases of matter that evade the Landau paradigm of phase transitions.
Topological phases of matter are phases characterized by topology instead of
symmetry breaking, and thus provide one of the most prominent counterex-
amples to the Landau paradigm. The first historical example of a topological
quantum phase is the integer quantum Hall effect (IQHE), a two-dimensional
electron gas in a strong magnetic field displaying quantized plateaux of the
Hall conductivity in units of e2/h. While quantization of physical observables
is a commonplace phenomenon in quantum mechanics, the extremely precise
quantization of the Hall conductivity in the IQHE happens in a system that
contains a mesoscopic number of electrons, subject to large amounts of impu-
rities and disorder, and its origin is deeply rooted in topology [1]. The quest
for understanding the rich IQHE physics led to the discovery of new phases of
matter, known as topological insulators (TIs) and topological superconductors
(TSCs). These are characterized by perfectly conducting boundary states on
the surface of a gapped (insulating or superconducting) bulk. Thanks to this
topologically robust boundary property, TIs and TSCs found promising appli-
cations in fault-tolerant quantum computation [2], and in the design of more
efficient microelectronics [3]. Topological band theory was also used beyond
the realm of quantum matter, shedding new light on well-known geophysical
phenomena such as equatorial waves [4]. A physically striking property of TIs
is their resilience to disorder and impurities, i. e., their boundary states evade
the paradigm of Anderson localization [5]. This Anderson “delocalization” [6]
allowed for the classification of TIs and TSCs, known as the periodic table of
topological insulators and superconductors [7, 8], or simply as “tenfold-way”.
This classification predicts the existence of topologically distinct TIs and TSCs
depending on the dimension and the symmetries of the system. Not only the
boundary of a topological material but also its bulk electronic states have
intriguing properties: all topological insulators, in the absence of crystalline and
sublattice symmetries, have an obstruction to full localization of their occupied
bulk electronic states. This property is best studied in the case of quantum
Hall insulators [9], where in the presence of disorder topology guarantees the
existence of a single energy per Landau level where delocalized states appear.
Similarly, the obstruction to full localization was established for the case of
quantum spin Hall [10] and three-dimensional topological insulators [11]. Hence,
within the tenfold-way paradigm, a fully localized insulator (i.e., an Anderson
insulator at all fillings) is guaranteed to be topologically trivial. In this thesis,
our focus is on exploring the possibility of defining new topological phases even
in the absence of delocalized bulk states in the entire bulk spectrum. Further-
more, we aim at uncovering the surface signatures intrinsically characterizing
such phases.

Another central theme in modern condensed matter physics and statistical
physics is the understanding of thermalization and ergodicity in quantum
many-body systems. In classical physics, thermalization occurs when energy is
exchanged between the system and its environment until the former reaches
a state of maximum entropy. However, in a quantum system, the process of
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4 preface

thermalization is much more complex due to the presence of quantum coherence
and entanglement. In quantum thermalization, the system exchanges energy
with its environment through interactions that cause the system to rapidly
lose coherence and become entangled with its surroundings. This results in
the system relaxing to a state of thermal equilibrium where its properties,
such as temperature and energy, become indistinguishable from those of its
environment. A widely accepted definition of quantum thermalization is based
on the eigenstate thermalization hypothesis (ETH), that asserts that for a
isolated quantum system, all many-body eigenstates of the Hamiltonian are
thermal, and thus all subsystems ultimately thermalize [12]. In other words,
quantum thermalizing closed systems can serve as their own bath. This is to
be contrasted with classical chaotic systems, where time evolution is required
in order to fully explore the phase space and eventually reach equilibrium.
Nonetheless, there exist various cases where ETH is violated for quantum
systems. These include many-body localization [13], quantum scars [14–16],
prethermal states [17, 18], and integrable systems. In particular, integrable
systems, while being by definition a restricted subset of all many-body systems,
provide a particularly fruitful route to the understanding of the general mecha-
nisms that break quantum ergodicity, and naturally emerge in the description
of various experiments, such as one-dimensional cold-atomic gases [19, 20].
Integrable systems are expected to equilibrate to a generalized Gibbs ensemble
as a consequence of the extensive number of local conserved charges that con-
strain their dynamics. Perturbing integrable systems with integrability-breaking
terms can lead to prethermalization plateaux for exponentially long times, thus
proving their extreme resilience to ergodicity. On the other hand, integrable
systems driven far-from-equilibrium may accumulate large amounts of energy
and entanglement. In this thesis, we address the question how does an integrable
driven systems heats up? in a large class of exactly solvable driven spatially
inhomogenous many-body systems. Our aim will be to understand in what
sense the underlying dynamics of heating is intrinsically different from the
thermalization to an infinite temperature state of a driven generic quantum
system.

This thesis is organized in three distinct parts. Part ii is based on [21, 22], and
discusses several aspects of topological quantum matter beyond the paradigm
of the tenfold-way classification of topological insulators and superconductors.
In particular, we introduce a novel phase of topological matter that consists of
fully Anderson localized insulators with non-trivial topology. Part iii is based
on [23–26], and deals with the non-equilibrium dynamics of critical quantum
systems whose low energy theory has conformal invariance in (1+1) dimensions.
In particular, we focus on non-equilibrium protocol that involve spatially and
temporally varying Hamiltonian densities. Part iv is based on [27], and is
devoted to the non-equilibrium dynamics of Tomonaga-Luttinger liquids whose
interaction strength is modulated in time, as well as quantum-information-
theoretic aspects of thermal states of Tomonaga-Luttinger liquids.

In the following of this introductory part, we introduce the necessary material
to make the thesis self-contained. In Chapter 2, we provide an introduction to
topological insulators and their standard classifications, with a strong emphasis
on their relation with the paradigm of Anderson localization in disordered
quantum systems. In Chapter 3 we provide a short introduction to concepts of
conformal field theory (CFT), from the point of view of quantum criticality of
lattice models. Finally, Chapter 4 explores general results and paradigms for
closed quantum systems undergoing sudden changes in their dynamics, such as
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quantum quenches. We delve into the thermalization of many-body systems
out-of-equilibrium, with particular emphasis on the absence of thermalization in
integrable models. We also examine the quantum chaotic properties of several
non-integrable models and the different techniques used to diagnose them.





2TOPOLOGY AND DISORDER

This chapter focuses on the relationship between disorder and topology in
quantum systems. We first introduce the concept of Anderson localization
in disordered non-interacting quantum lattice models, and then explore the
characterization of strong topological phases and their boundary states, which
can avoid Anderson localization as a result of topological terms. Specifically,
we examine the cases of the integer quantum Hall effect and Chern insulators,
where delocalized states carrying quantized Hall conductivity persist in the
presence of large bulk disorder. This discussion serves as motivation for the
concept of topologically localized insulators, which we introduce in Chapter 6.
Additionally, we briefly touch on aspects of topological insulators beyond the
tenfold way classification. In particular, we introduce the delicate two-band
Hopf insulator, of which we will present an N -band generalization in Chapter 5.

2.1 anderson localization

P. W. Anderson’s pioneering work [5] revealed the absence of diffusion in quan-
tum systems subject to disorder, a result later explained by scaling theory [28]
and field theory [29, 30]. This discovery has played a central role in the theory
of metal-insulator transitions [31], where increasing the amount of impurities in
a material of dimension d ≥ 3 can induce a transition from a metallic to an in-
sulating state, culminating in an Anderson insulator phase where all eigenstates
of the Hamiltonian are exponentially localized. Although Anderson localization
was originally formulated in the context of non-interacting electronic lattice
models, its broad applicability has led to experimental observations of the
phenomenon in, e.g., photonics [32, 33] and acoustic waves propagating through
random elastic networks [34].

For concreteness, let us define a tight-binding model consisting of electrons
hopping in a disordered d-dimensional lattice Zd,

H =
∑
R⃗

V
R⃗
|R⃗⟩⟨R⃗|+

∑
R⃗,R⃗′

R⃗ ̸=R⃗′

(
t
R⃗R⃗′ |R⃗⟩⟨R⃗′|+ h.c.

)
, (2.1)

where the potential V
R⃗

consists of independent and identically distributed
random variables over the interval [−W/2,W/2], W is said to be the disorder
strength of the model, and we assume hopping amplitudes t

R⃗R⃗′ to decay
faster than |R⃗− R⃗′|−3. While the hopping terms tend to delocalize electrons
over the whole lattice, disorder in the form of a random potential drastically
influence their localization property depending on the dimension d of the system
and the random ensemble associated to the Hamiltonian (orthogonal, unitary,
symplectic). In particular, small impurity density in an otherwise clean system
only leads to few scattering events, as predicted by the Drude model, leading to
extended plane wave electron wavefunctions. On the other hand, if the density
of impurities is extremely large, it leads to localization of electrons around
the minima of the associated random potential, and thus produces insulating
states that have zero conductance. It can actually be proven that the electronic
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8 topology and disorder

eigenstates of (2.1) are localized for arbitrarily weak disorder in one dimension,
and in two dimensions in orthogonal and unitary random matrix classes. In
one dimension this result can be proven rigorously by using a transfer matrix
approach and general results about random matrix theory such as Furstenberg
theorem [35]. In d = 2, an evidence for localization at any disorder strength
was provided by the famous gang of four scaling argument [28], which consists
in finding the β function associated to the scaling of the conductance g when
going in the thermodynamic limit, i.e., finding the form of

β(g) =
d log g

d logL
, (2.2)

thus assuming it depends on a single parameter. In the strongly localized
limit, g scales as g∗e−L/ξ, while from classical Drude theory it follows that
in the weak disorder limit it scales with the dimensionality as g ∼ Ld−2. The
quantum corrections to this scaling explicitly depend on the symmetry class
of the disordered Hamiltonian. The resulting scaling flow of the β function
is illustrated for d = 1, 2, 3 in Fig. 2.1, and leads us to the conclusion that
full localization happens in d = 2, which is the upper critical dimension of
Anderson localization. However, at low conductance g, quantum correction
become important and one can prove that this leads in the symplectic class to
a finite metal-insulator transition, while the conclusion remain unchanged in
d = 2 for the unitary and orthogonal classes. Furthermore, in d > 2, there is
always a critical disorder strength Wc after which all states of the Hamiltonian
fully localize.

Figure 2.1: Flow of the beta function of the conductance g for dimensions d = 1, 2, 3.
In the thermodynamic limit, only a localized regime exists in dimensions
d = 1, 2, while for d > 2 there exists a finite metal-insulator transition.

Another fruitful perspective on Anderson localization comes from the under-
lying low energy theory that classifies Anderson localized phases. Such effective
field theories are described by non-linear sigma models (NLSMs) [6], and enable
to compute single particle Green’s function. As a warm-up example, let us
consider the NLSM description of the classical magnet in d dimensions. In
the long wavelength limit, the Heisenberg ferromagnet is described by an O(3)
NLSM of the form

S[n⃗] =
1

t

∫
ddr∂µn⃗ · ∂µn⃗, (2.3)
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for a coupling constant t that incorporates the different scales of the microscopic
problem, such as exchange interaction, spin magnitude, temperature, and n⃗
being a 3-dimensional unit vector. The path integral of the action (2.3) is
taken over the target space S2 = O(3)/O(2) in which the order parameter
lives after spontaneous symmetry breaking O(3)→ O(2). We now apply these
ideas to the Anderson localization-delocalization transition. The Goldstone
bosons associated to Anderson localization are diffusive modes called “diffusons”,
described by the NLSM action

S[X] =
1

t

∫
ddrgab[X]∂µX

a∂µX
b, (2.4)

where the order parameter field Xa lives in the target space manifold G/H,
and gab is the metric on the target space. One should think of the coupling t of
the NLSM to be inversely proportional to the conductivity. The metallic and
insulating phases of the Anderson transition correspond to the unbroken and
broken symmetry phases, respectively. The single parameter scaling hypothesis
discussed above implies that the NLSM is described solely by the parameter t,
which leads to a simple classification of the possible target spaces manifolds of
the NLSM, called symmetric spaces, coming in ten different classes as shown
on Table 2.1. The Anderson transition from a field-theoretic point of view
thus solely depends on the dimension, the choice of symmetric space and the
conductivity. The single parameter scaling theory implies that at large enough
disorder, the coupling constant will always flow to a zero-conductivity state
t→∞, leading to Anderson localization, in the same way that a paramagnetic
phase is realized in the infinite temperature limit of a Heisenberg magnet.
However, we will see in the next section that non-trivial topology of symmetric
spaces gives rise to extra terms in the NLSM action that may circumvent such
a flow to zero conductivity.

AZ classes NLSM target space

A U(n+m)
U(n)×U(m)

AIII U(n)

AI Sp(n+m)
Sp(n)×Sp(m)

BDI U(2n)
Sp(n)

D O(2n)
U(n)

DIII O(n)
AII O(n+m)

O(n)×O(m)

CII U(n)
O(n)

C Sp(2n)
U(n)

CI Sp(n)

Table 2.1: Target spaces of the NLSM for the ten Altland-Zirnbauer classes, also
called tenfold-way symmetry classes.

In order to diagnose the localization properties of a given disordered Hamil-
tonian, one can use tools from random matrix theory. In particular, the spec-
tral statistics of such a Hamiltonian, when averaged over a large number of
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different disorder realizations, can predict the localization properties of the
eigenstates. In practice, one studies the distribution P (sn) of the level spacings
sn = En+1 − En ≤ 0. In the presence of delocalized states, level repulsion
occurs between neighboring energies as sn → 0 leading to a drop to zero of
the distribution P (sn). This is described by Gaussian ensembles, that depend
on the symmetry of the disorder, defining the Gaussian orthogonal, unitary
and symplectic ensembles. On the other hand, in a fully localized regime level
repulsion is avoided, leading to a Poisson ensemble for P (sn). Practically, one
defines the level spacing ratio

rn =
max{sn, sn+1}
min{sn, sn+1}

, (2.5)

such that r = ⟨⟨r⟩n⟩W ≈ 0.386294 for Poisson ensembles and r ≈ 0.535898
for Gaussian orthogonal ensembles, where ⟨...⟩n denotes spectral average and
⟨...⟩W denotes average over random realizations [36].

2.2 strong topological phases

In this section we introduce topological insulators (TIs) and topological super-
conductors (TSCs), which are characterized by perfectly conducting boundary
states on the surface of a gapped (insulating or superconducting) bulk. As
the following of the thesis will discuss aspects of topological matter in the
presence of disorder [see Chapter 6], we take the perspective in the following
of the section to define topological phases by their obstruction to Anderson
localization under the presence of arbitrary boundary disorder. Furthermore,
we discuss the obstruction to complete localization of the bulk states under
bulk disorder for specific examples of TIs, such as the integer quantum Hall
effect (IQHE), Chern insulators, and quantum spin Hall insulators.

The obstruction to Anderson localization at the boundary of TIs and TSCs
for arbitary boundary disorder can be referred as “Anderson delocalization” [6],
and is connected to the absence of an atomic limit for topological insulators
and superconductors. It can be understood from the underlying low energy
NLSM description of the problem, introduced in Sec. 2.1. As the NLSM of the
Anderson localization/delocalization transition admits a single coupling t, the
classification of the target manifolds of the NLSM is provided by the topological
classification of symmetric spaces. As discussed in Sec. 2.1, symmetric spaces
come in ten distinct classes, which can have a non-trivial topology. This leads
to an extra topological term in the NLSM action

S 7→ S[X] + iStopo[X] (2.6)

where the topological part only depends on global configurations of fields, and
can lead to new renormalization group flows by interferences of such field
configurations. Topological terms include for instance theta terms, famously
leading to the Haldane gap when applied to quantum magnets of integer
spin [37]. In the case of the anomalous boundary of a TI or TSC, the relevant
topological terms are Wess-Zumino-Witten (WZW) terms and Z2 topological
terms, which cannot be tuned continuously by smooth deformations of the
microscopic model. These topological terms turn the system at the critical
point of the Anderson localization transition, where the system is effectively
metallic because of the divergence of localization length. By understanding the
topology of symmetric spaces in a given dimension and symmetry class, one can
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infer the existence of topological terms. More specifically, WZW terms appear
when the (d+ 1)-th homotopy group is πd+1(G/H) = Z, and Z2 topological
terms when πd(G/H) = Z2. We thus conclude that Anderson delocalization
happens at the boundary of TI and TSCs depending on the dimension and
symmetry class of the problem, leading to fully metallic boundaries, immune to
arbitrary boundary disorder. This general principle classifies strong topological
phases, giving rise to the periodic classification of TIs and TSCs, see Table 2.2,
and provides a physical meaning to topological phases as hosting anomalous
metallic boundaries.

AZ T P C 1 2 3 4 5 6 7 8

A 0 0 0 0 Z 0 Z 0 Z 0 Z
AIII 0 0 1 Z 0 Z 0 Z 0 Z 0

AI 1 0 0 0 0 0 Z 0 Z2 Z2 Z
BDI 1 1 1 Z 0 0 0 Z 0 Z2 Z2

D 0 1 0 Z2 Z 0 0 0 Z 0 Z2

DIII -1 1 1 Z2 Z2 Z 0 0 0 Z 0
AII -1 0 0 0 Z2 Z2 Z 0 0 0 Z
CII -1 -1 1 Z 0 Z2 Z2 Z 0 0 0
C 0 -1 0 0 Z 0 Z2 Z2 Z 0 0
CI 1 -1 1 0 0 Z 0 Z2 Z2 Z 0

Table 2.2: Tenfold-way classification of TIs and TSCs for non-interacting fermionic
models, for the ten Altland-Zirnbauer (AZ) symmetry classes, correspond-
ing to the ten distinct symmetric spaces (see Table 2.1) and the first 8
spatial dimensions. The classification in higher dimensions follows from
Bott periodicity.

As discussed in the language of Anderson localization, the Cartan classifi-
cation of the symmetric spaces of NLSM lead to ten distinct classes. These
classes coincide with the ten symmetry classes obtained by combining three
symmetries of the microscopic Hamiltonian:

1. Time-reversal symmetry, a antiunitary operator implemented by the
operator T such that

THT −1 = H, (2.7)

2. Particle-hole symmetry, a antiunitary operator implemented by the oper-
ator P such that

PHP−1 = −H, (2.8)

3. Chiral symmetry, a unitary operator implemented by C = T P, such that

CHC−1 = −H. (2.9)

Enumerating all combinations of the three symmetries, taking into account the
signs of T 2 and P2 lead ten distinct classes, comprising two complex without
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any antiunitary symmetry and eight real classes with at least one antiunitary
symmetry.

In order to make an explicit connection between the symmetric spaces of the
NLSM and the ten symmetry classes of microscopic fermionic Hamiltonians,
we consider a spectrally flattened (or flat band) translationally invariant model
described by the Bloch Hamiltonian

Q(k⃗) = U
k⃗

(
Im 0

0 −In

)
U†
k⃗
, (2.10)

that assigns energies 1 for the m states above the gap, and −1 for the n states
below. The flat band Hamiltonian Q(k⃗) has a gauge freedom U(n) × U(m)

inherited by the degeneracy of each subspace. Thus, Q(k⃗) defines a map

Q(k⃗) : BZ→
U(n+m)

U(n)× U(m)
, k⃗ 7→ Q(k⃗), (2.11)

which is an element of the complex symmetric space in class A. In particular,
πd(U(n+m)/(U(n)×U(m)) classifies the number of topologically distinct flat
band Hamiltonians, and gives the IQHE universality in d = 2, comprising Chern
insulators. The topological invariant for topologically non-trivial Hamiltonians
in class A and even space dimensions d = 2p is the p-th Chern number, defined
as

Ch(p) =
2

p!

(
i

2π

)p ∫
BZ

Tr(F p), (2.12)

where F is the Berry curvature form, and F p = F ∧ F... ∧ F .
We now consider chiral symmetric Hamiltonians belonging to the second

complex class AIII. In this case, chiral symmetry implies that H(k⃗) has an even
number of bands N = 2n, such that in the eigenbasis of the chiral symmetry
operator C the flat band Hamiltonian reads

Q(k⃗) =

(
0 q(k⃗)

q†(k⃗) 0

)
, (2.13)

for q(k⃗) ∈ U(n), such that

q(k⃗) : BZ→ U(n), k⃗ 7→ q(k⃗), (2.14)

which as expected is an element of the symmetric space in class AIII, giving
a non-trivial topological phase in, e.g., d = 3. The topological invariant that
classifies topological phases with integer classification in the presence of chiral
symmetry is the winding number of q. Indeed, as the two flat bands are related
by chiral symmetry, they carry an equal Chern number, implying that the
Chern number has to be zero for each band in order for it to sum to zero.
Nevertheless, a non-trivial topological invariant can be defined in a similar
fashion in odd dimensions of space d as

W [q] =
(−1)(d−1)/2((d− 1)/2)!

d!

(
i

2π

)(d+1)/2

ϵi1...id

×
∫
BZ

ddkTr[q(k⃗)∂i1q(k⃗)...∂idq(k⃗)]. (2.15)
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The above classification of topological phases, as well as the associated topo-
logical invariants, was done purely from the perspective of the translational-
invariant bulk. However, we have seen that TIs and TSCs have metallic bound-
aries that evade localization for arbitrary boundary disorder. In order to connect
the topology of a d-dimensional bulk to a quantized response on the (d− 1)-
dimensional boundary, it is fruitful to consider adiabatic pumps. Adiabatic
pumps are families of gapped Hamiltonians H(k⃗, t) defined in (d−1) dimensions
that depend parametrically on time t, such that H(k⃗, t + T ) = H(k⃗, t). The
time evolution is assumed to be adiabatic in the sense that the ground state
stays gapped at any time t ∈ [0, T ). While the topological classification of
adiabatic pumps parallels the classification of TIs and TSCs, given by Table 2.2,
we will for simplicity focus on class A in two dimensions. The resulting (1 + 1)-
dimensional pump was first proposed by D. J. Thouless [38], and will thus be
referred as Thouless pump. Thouless pumps H(k, t) are classified by the Chern
number defined on BZ× S1,

Ch(1) =
i

2π

∫
BZ×S1

Tr(F (k, t))dkdt, (2.16)

where S1 parametrizes the periodic time evolution of the topological pump,
and F (k, t) is the Berry curvature defined over the (k, t) 2-torus. A concrete
tight-binding model for the Thouless pump is

H(k, t) = h⃗k,t ·σ⃗, h⃗k,t = (t sin k, sin t, (3/2−cos k−cos t)), T = 2π, (2.17)

which pumps a non-trivial charge after one cycle as Ch(1) = 1. The associated
physical signature is the spectral flow of boundary modes: while the one-
dimensional system does not hold any protected boundary modes, the system
pumps a quantized number of boundary modes during the adiabatic evolution,
such that the boundary modes connect the conduction and valence bands as
a function of time t, as illustrated on Fig. 2.2. If the boundary modes move
from the conduction (valence) to the valence (conduction) band, a quantized
boundary mode is pumped to (away from) the boundary after one period,
t = T . While à priori the spectral flow after one cycle of the adiabatic pump

Figure 2.2: Sketch of the spectral flow of a Thouless pump, leading to chiral Dirac
modes adiabatically crossing from occupied to unoccupied bands as a
function of t.

is not directly related to the Chern number, the index theorem states their
equality. This gives the first elementary example of the so-called bulk-boundary



14 topology and disorder

correspondence, which provides a bridge between topological invariant in the
bulk of TIs and TSCs to quantized and robust boundary effects, such as a
quantized Hall conductivity in the IQHE class.

We now discuss the effect of bulk disorder in particular examples of strong
topological phases. While it was long-believed that an arbitrary disordered
potential would prevent any delocalized state to survive in the thermodynamic
limit in dimension d ≤ 2, the discovery of the IQHE provided a notable
counterexample to complete localization of bulk spectrum. In the IQHE, bulk
delocalized states carrying quantized Hall conductivity remain in each broadened
Landau level even in the presence of strong disorder [39], playing a crucial role
for the appearance of quantized plateaux in Hall conductivity for extended range
of applied external magnetic fields. The persistence of a mobility edge in each
band is in contradiction with the expectation of full Anderson localization of
two dimensional systems, and is a consequence of the non-trivial bulk topology
of the IQHE. In fact, the persistence of bulk delocalized states in the IQHE can
be understood by a theta term in the bulk NLSM action, called Pruisken term.
Alternatively, the finite-sized Hilbert space version of the IQHE is the Chern
insulator, for which the total Chern number sums up to zero, as opposed to the
IQHE. In the presence of sufficiently weak disorder, all bulk states localize apart
from topologically protected delocalized states at a single energy per band,
as illustrated on Fig. 2.3(a), that survive even in the thermodynamic limit,
and that carry a quantized Chern number in each band [10, 11]. Increasing
disorder strength further, such delocalized states first levitate from each other,
and eventually pair annihilate (see Fig. 2.3(b)), such that the mobility gap
of the Chern insulator closes and the system is driven to a trivial Anderson
insulator, with a fully localized bulk. The particular form of such a phase

Figure 2.3: (a) Two-band Chern insulator at a finite disorder W that does not close
its mobility gap. The system in the thermodynamic limit hosts bulk
delocalized states at a single energy per bulk band, E1 and E2. (b)
Phase diagram (W,EF ) for the disordered two-band Chern insulator.
The non-trivial Chern insulating phase (red region) survives a wide
range of disorder strength W , before the closure of the mobility gap
that leads to a fully localized Anderson insulator (grey region). The two
topologically distinct phases are separated by a metallic phase boundary
with bulk delocalized states (blue line).

diagram directly implies that increasing disorder can drive a transition from a
clean trivial insulator to a TI, called “topological Anderson insulator” [40], and
can again be traced back from NLSM approach [41]. We finally note that the
persistence of delocalized states in the presence of bulk disorder also happens in
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other symmetry classes. For instance, quantum spin Hall insulators, described
by a Z2 topological term in class AII in two dimensions, host delocalized states
in the presence of bulk disorder for an extended range of energies. This leads
to the existence of a metallic phase separating the topologically trivial and
non-trivial phases [42], in contrast to Chern insulators where both phases are
separated by a metallic phase boundary (see Fig. 2.3(b)).

2.3 beyond tenfold-way topology

While the quest for new topological materials is still an ongoing effort, some more
recent theoretical efforts are concerned with the following question: in which way
does a modification of the tenfold-way classification rules alter the established
classification results? Such “beyond tenfold-way” classification schemes include
delicate and fragile (i.e., unstable) topological classifications. Recently, many
fragile topological insulators [43, 44] were discovered while comparing the
classification results of “Topological quantum chemistry” [45] and that of
“Symmetry-based indicators” [46]. “Fragile” topological equivalence allows for the
addition of trivial conduction bands while the number of valence bands is fixed.
In other words, the fragile classification rules are halfway between that of tenfold-
way (i.e., stable) and delicate topological classification that does not allow
for the additional bands in either conduction or valence sectors. Yet another
possibility of going beyond the tenfold-way is to introduce additional constraints
on the band structure. For example, the boundary-obstructed classification [47]
requires that the so-called Wannier gap is maintained. We note that so far, the
efforts were mainly focused on obtaining such modified classifications. Despite
efforts [48, 49] to formulate a bulk-boundary correspondence, it is still unclear
if any (possibly subtle) quantized boundary effect can be used to uniquely
identify any of the “beyond tenfold-way” phases.

For delicate topological insulators, both the number of conduction and valence
bands is fixed. The most well studied representative of delicate topological
insulator is two-band Hopf insulator [44, 50]. The Hopf insulator is a three
dimensional insulator in class A, in which case there is no strong topological
phase predicted by the tenfold-way classification. It is defined as a two band
Bloch Hamiltonian [50]

H(k⃗) = h⃗
k⃗
· σ⃗, (2.18)

where h
k⃗

defines a map from the three-torus BZ T3 to the two-sphere S2. A
non-trivial topology of the Hopf insulator is associated to a non-trival homotopy
group of the set of such maps h

k⃗
, as was first classified by Pointryagyn. An

example of such a non-trivial map is

h
k⃗
= v⃗ · σ⃗, (2.19)

with vi = z⃗†σiz⃗, where z⃗ = (z1, z2)T , with z1 = sin(kx) + i sin(ky) and
z2 = sin(kz) + i[cos(kx) + cos(ky) + cos(kz) − 3

2
]. The above model has a

quantized third winding number, defining the Hopf invariant

W3[Uk⃗] =

∫
BZ

d3k

8π2
Tr
(
U†
k⃗
∂kxUk⃗[U

†
k⃗
∂kyUk⃗, U

†
k⃗
∂kzUk⃗]

)
, (2.20)

where U
k⃗

is the unitary that flattens the Bloch Hamiltonian (2.18) to diag(−1, 1).
For strong TIs, there is an obstruction in localizing all Wannier functions (WFs)
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exponentially, because of the impossibility to choose a U(n) smooth gauge for
Bloch wavefunctions as a consequence of the non-vanishing topological indices.
On the other hand, the WFs of the Hopf insulator can be made exponentially
localized, although not localizable down to the trivial atomic limit, a property
called multicellularity [51].

As we will demonstrate in Chapter 5, the constraint of the Hopf insulator
to possess only two bands can be relaxed to a more general constraint of an
arbitrary number of bands, each separated by a band gap. As we will see, in
this case a Hopf invariant can still be defined for the bulk, associated to a
quantized isotropic bulk magnetoelectric polarizability tensor. Furthermore, the
boundary carries anomalous Hall conductivity equal to the bulk Hopf invariant,
even in the absence of a unique division between bulk and boundary.

2.4 anomalous floquet-anderson insulators

Another example of a topological phase that goes beyond the tenfold-way
classification of topological insulators is the anomalous Floquet-Anderson
insulator (AFAI) [52]. This class of TIs generalize arguments from the Thouless
adiabatic pump to non-adiabatic regimes, and features chiral edges modes
coexisting with a fully localized bulk, which cannot be the case for static
strong TIs (see Sec. 2.2). To describe such class of insulators, we consider
families of Hamiltonians that depend parametrically on time, H(t), such that
H(t+T ) = H(t), defining a Floquet system. Floquet theory, a time analogue of
Bloch theory, introduces a set of eigenstates Ψ of the Floquet (or stroboscopic)
unitary operator

UF = T e−i
∫ T
0 dt′H(t′) = e−iHF T , (2.21)

such that UFΨ = e−iϵTΨ. Alternatively, eigenvalues of the Floquet Hamiltonian
HF are the quasienergies ϵ. A first and natural step to uncover topology in
Floquet systems is to consider a translation invariant Floquet Hamiltonian
HF (k⃗) and study its topological properties, such as bands carrying non-zero
Chern number. This provides a general approach to uncover driven topological
phases that possess a static counterpart, as is the case for topological Anderson
insulators and their periodically driven cousin [53].

On the other hand, AFAIs exhibit localized bulk bands together with chiral
edge states at all quasienergies, thus having no static counterpart in the tenfold-
way classification in class A. The simplest construction in (2+1)-dimensions
of AFAIs consists of a piecewise-constant Floquet drive made of five static
steps on a square lattice with A and B sublattices, as illustrated on Fig. 2.4.
At each of the four first steps, the hopping amplitudes are turned-off to zero
apart from those connecting each site in sublattice A to the site in sublattice B
below, to the right, above, or to the left of it. The fifth step consists only of an
on-site potential introducing a potential difference between sublattices A and
B of π/T . Additionnaly, one introduces a disordered potential at the fifth step,
of strength δV < π/(2T ) such that the spectral gap between the two bands
corresponding to the two sublattices stays open. When exluding the disordered
potential of the fifth step of the drive that introduces on-site disorder, one
can find exactly the Floquet eigenstates and quasienergies of H(t) for such a
model [54]. The bulk spectrum consists of flat bands, while linearly dispersing
chiral edge modes in the bulk quasienergy gaps appear upon termination of the
system. Adding disorder during the fifth step of the drive, the bulk flat bands



2.4 anomalous floquet-anderson insulators 17

of the clean system broaden by an amount δV . When terminating the system
on a cylinder, a mode starting at time t = 0 on the upper boundary at (x, 0) is
shown to move two sites to the right after one Floquet period, and to acquire
a phase e−i(π/2+T/5V (x+2,0)). This leads to edge states delocalized over the
whole edge, realizing the anomalous boundary of the AFAI phase.

Figure 2.4: Illustration of the five piecewise constant Hamiltonians applied for times
T/5 constituting the periodically driven AFAI Hamiltonian H(t) over a
full period T [52]. The hollow and full circles correspond to the A and B
sublattices, and the colored legs between them indicate which hopping
amplitudes are not turned-off to zero at a given stage of the evolution.
While the Hamiltonian has translation invariance in the four first steps,
the last step introduces on-site disorder in order to localize bulk states.

While all the bulk states are fully localized with localization length ξ, they
still lead to a non-trivial topological invariant, given by the third winding
number [see (2.15)]. In fact, threading through the bulk some time-independent
fluxes Φ = (φx, φy), one defines a deformed unitary evolution operator

Uϵ(Φ, t) = U(t)eiHF,ϵt, (2.22)

where U(t) is the time evolution after a time t with H(Φ, t), and HF,ϵ the
Floquet Hamiltonian for a period T , such that Uϵ(Φ, T ) = I. The dependence of
the Floquet Hamiltonian on a precise quasienergy ϵ originates from the choice
of the branch cut of the logarithm on the complex plane. Then, we define the
third winding number of Uϵ(Φ, t) as an integral over the 3-torus consisting of
the two-dimensional flux space and the periodic Floquet evolution,

Wϵ =

∫ T

0
dt
∫

d2Φ

8π2
Tr
[
U†
ϵ ∂tUϵ[U

†
ϵ ∂φxUϵ, U

†
ϵ ∂φyUϵ]

]
. (2.23)

As long as the quasienergy ϵ is taken to be in a spectral gap of the Floquet
unitary, W ≡Wϵ is quantized and independent of ϵ.

On the other hand, in the clean limit the chiral edge states lying in bulk
quasienergy gaps carry a non-zero winding number [54]. Adding disorder broad-
ens the bulk bands, but as bulk states are localized, chiral edge states will
persist even in a bulk band. This can be understood by threading a flux φx
through the cylinder, which leads to a non-trivial spectral flow of the edge
states while the bulk states are insensitive because of their localization. This
implies the existence of delocalized edge states that carry the spectral flow.
The edge topological invariant can be defined by deforming the Hamiltonian
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H(φx, t) in such a way that it stays the same in the regions at a distance
l0 ≫ ξ from the edges, while we deform it in the bulk in such a way that the
localized bulk states take the quasienergy ϵ = 0. This implies that the deformed
evolution operator takes the block diagonal form

Ũϵ(φx, T ) = diag(Ũϵ,1(φx, T ), Ibulk, Ũϵ,2(φx, T )), (2.24)

where Ũϵ,i(φx, T ) are defined up to a distance l0 to the upper and lower edges.
The edge winding number of the upper edge of the cylinder is then defined as

n =

∫ 2π

0

dφx
2π

Tr[Ũ†
ϵ,1(φx, T )∂φx Ũϵ,1(φx, T )]. (2.25)

In particular, the winding number of the total deformed system is zero, leading
to the constraint that the upper and lower edge winding numbers have opposite
signs, implying opposite propagation direction of the edge modes.

A non-zero edge invariant n directly implies that existence of delocalized
states along the edges of the cylinder. The physical response associated to such
delocalized states can be anticipated from the Thouless pump arguments [see
Sec. 2.2] as a quantized non-adiabatic charge pump. To see this, we thread a
flux φx through the cylinder and consider an initial state |Ψ(t = 0)⟩ in which
all sites are fully filled from one edge of the cylinder up to a distance l from
that edge, such that l≫ ξ. The charge pumped after N Floquet cycles is

⟨Q⟩NT =

∫ NT

0
dt⟨Ψ(t)|

∂H(φx, t)

∂φx
|Ψ(t)⟩. (2.26)

It can be shown that in the long time limit, N → ∞, the averaged pumped
charge ⟨Q⟩NT /N converges to the edge invariant n, up to exponentially small
corrections in l. Additionally, the quantized pumped charge can be shown to be
equal to the bulk winding number W , leading to the bulk-edge correspondence
of the AFAI.

As we will demonstrate in Chapter 6, there exist static (3 + 0)-dimensional
topological phases in class A that possess a fully localized bulk while supporting
on their surface anomalous delocalized states carrying quantized Hall conduc-
tivity. While these topologically localized phases will appear to form a static
cousin to the AFAI phase, they will be shown to display completely distinct
bulk and boundary topological signatures.



3CONFORMAL F IELD THEORY

In this chapter, we present a concise introduction to key concepts in conformal
fiel theory (CFT) that are relevant to the thesis, with a particular focus on their
importance in describing quantum critical systems in (1 + 1)D. The material
covered will serve as a basis for Parts iii and iv, which delve into non-equilibrium
dynamics of CFTs and their application to critical lattice systems. For a more
in-depth treatment of the subject matter, readers are encouraged to consult
literature reviews and lectures, such as e.g., [55, 56].

3.1 scaling invariance at criticality

Conformal invariance provides a powerful framework to find the critical ex-
ponents and correlation functions of statistical mechanics models at a second
order phase transition, as well as quantum system at their quantum critical
point. The canonical example is the two dimensional Ising model, with clas-
sical spins σi = ±1 on a square lattice, which displays a second order phase
transition between an ordered ferromagnetic phase ⟨σ⟩ ̸= 0 at low temperature
and a disordered phase ⟨σ⟩ = 0 at high temperature. The spin configurations
at the phase transitions fluctuate over all length scales, leading to a scale
invariant coarse-grained field theory. Scale invariance of statistical or quan-
tum mechanical lattice models generally implies conformal invariance. While
conformal invariance does not contain more information than ordinary scale
invariance in d > 2, in two dimensions it implies the existence of an infinite
number of local conserved charges forming the infinite dimensional conformal
algebra. This provides a way to classify two-dimensional second order phase
transitions through a finite number of data that characterize the coarse-grained
conformally invariant field theory, such as the central charge c, related to the
conformal anomaly upon quantization of the theory. For instance, the Ising
universality class is described by a c = 1/2 CFT. From a renormalization group
perspective, all quantum field theories at the ultra-violet (UV) fixed point
are conformal, thus all well-defined quantum field theories are CFTs or points
that go between two CFTs under the renormalization group flow. This allows
for CFTs to ultimately describe the criticality of statistical models. We want
to emphasize that the utility of CFTs for determining critical exponents is
not restricted to two-dimensional systems. In fact, the recent advancement on
the conformal Bootstrap technique strive to solve CFTs in a non-perturbative
manner, thereby enabling highly precise predictions of critical exponents for
systems of any dimension. This has resulted in state-of-the-art estimates for
the critical exponents of the three-dimensional Ising model [57]. Returning
to condensed matter physics, for one-dimensional lattice models at quantum
criticality conformal invariance constrains the scaling of, e.g., the entangle-
ment entropy SA, such that it satisfies a logarithmically violated area law,
SA ∼ c/3 log(l), where l = |A|. This provides a powerful tool to identify the
universality class of a given critical lattice model, as entanglement entropy can
be efficiently computed from density matrix renormalization group (DMRG)
methods.

19
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3.2 conformal invariance

A CFT is defined as a field theory inD = d+1 dimensions that is invariant under
conformal transformations. In practice, the group of conformal transformations
is defined as the set of transformations that leave the metric gµν invariant up
to a local scale factor,

gµν(x) 7→ g′µν(x
′) = Ω(x)gµν(x). (3.1)

In other words, conformal transformations locally preserve angles, as the scalar
product is defined through the metric tensor. The elements of the conformal
group are combinations of

1. dilations x′ = λx,

2. translations, x′ = x+ a

3. Lorenz transformations, x′ = Λx, Λ ∈ SO(1, d),

4. special conformal transformations, defined as the composition of an
inversion, a translation and a second inversion,

x′ =
x+ bx2

1 + 2bx+ b2x2
. (3.2)

While the conformal group is finite dimensional, leading to only a finite number
of constraints on the field content of the theory in general spacetime dimen-
sions D, in two dimensions an infinite number of local constraints arise as a
consequence of the special role of conformal invariance in the complex plane.
More precisely, is due to the fact that the generators of the conformal group in
D = 2 must satisfy the Cauchy-Riemann equation, leading to the conclusion
that conformal transformations coincide with analytic function of the complex
plane. It is then natural to consider complex coordinates, z and z̄, such that
conformal transformations are denoted by f(z) and f̄(z̄). Infinitesimal confor-
mal transformations, at the level of the classical field theory, span an infinite
dimensional algebra,

ln = −zn+1∂z , l̄n = −z̄n+1∂z̄ , n ∈ Z. (3.3)

Each copy of the conformal algebra commute, [ln, l̄m] = 0, and satisfy individ-
ually a Witt algebra

[ln, lm] = (m− n)lm+n. (3.4)

In particular, the set of generators {l0, l1, l−1} forms the algebra of global
conformal transformations, and the associated conformal maps on the complex
plane are Möbius transformations, of the form

f(z) =
az + b

cz + d
, f̄(z̄) =

āz̄ + b̄

c̄z̄ + d̄
, (3.5)

where ad − bc = ād̄ − b̄c̄ = 1. In particular, rotations, translations, dilations,
special conformal transformations are all represented on the complex plane as
Möbius transformations (for instance, dilations are obtained with a = d−1 = λ
and b = c = 0). The fact that the local conformal algebra is infinite dimensional
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leads to strong constraints on the operator content of the theory, as well
as on the form of correlation functions of fields, which may be evaluated
non-perturbatively thanks to these underlying symmetries. A particularly
relevant set of fields are called quasi-primary fields, and satisfy the following
transformation rule under an arbitrary conformal transformation f(z)

Φ(z, z̄) 7→
(
∂f(z)

∂z

)h (∂f̄(z̄)
∂z̄

)h̄
Φ(f(z), f̄(z̄)), (3.6)

where the tuple (h, h̄) is called conformal dimension of the field Φ(z). In
particular, N -point correlation functions of primary fields transform similarly
under conformal transformations. Using this fact and the invariance under
rotations and translations that have a unit jacobian, two-point functions of
quasi-primary fields are shown to satisfy

⟨0|Φ(z1, z̄1)Φ(z2, z̄2)|0⟩ =
1

|z1 − z2|2h
1

|z̄1 − z̄2|2h̄
. (3.7)

From the symmetries imposed by the conformal algebra, the form of three-point
functions is also fully constrained, and the form of four-point function is shown
to only depend on a universal function F(η), where η is the cross ratio defined
as

η =
z12z34

z13z24
, (3.8)

with zij = zi − zj . Determining the precise form of a such a function requires
the knowledge of the full operator content of the theory at hand. However, as
we will shortly see, there is a subset of CFTs for which such field content can
be determined exhaustively.

The quantization of the two-dimensional CFT goes under the name of radial
quantization. It consists of a map from the Euclidean spacetime, that has the
topology of a cylinder with a compactified space direction, to the complex
plane. Coordinates on the cylinder are denoted by ω = τ + ix, and the map to
the complex plane is done using the exponential map,

ω 7→ z = e
2π
L
ω , (3.9)

which maps time-slices on the cylinder to concentric circles on the complex
plane. Infinitely negative Euclidean times are thus mapped to the origin of
the complex plane, and infinitely positive times are mapped to the point at
infinity. It is thus clear that time evolution on the complex plane is radial, in
the sense that it maps one concentric circle to another of a larger radius; thus
time-ordering translates to a radial ordering of operators on the complex plane.
In other words, the Hamiltonian is the generator of dilation on the complex
plane. Local conformal transformation on the complex plane are generated by
the holomorphic and antiholomorphic components of the stress-energy tensor,
T (z) and T (z̄). The radially ordered operator product expansions (OPE) of
these fields with themselves lead to

T (z1)T (z2) =
c/2

(z1 − z2)4
+

2

(z1 − z2)2
T (z1) +

1

z1 − z2
∂T (z1), (3.10)

where the constant c plays the role of the conformal anomaly of the CFT after
radial quantization, and distinguishes different universality classes of CFTs. Free
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Figure 3.1: Exponential mapping from the Euclidean spacetime cylinder on a system
to the complex plane. Each time slide is mapped to a circle on the complex
plane, such that time evolution corresponds to scaling transformations,
and time ordering corresponds to radial ordering.

boson universality class, that contains the Luttinger liquid theory, corresponds
to c = 1, while the transverse field Ising model belongs to c = 1

2
. An important

class of exactly solvable CFTs, called minimal models, are constrained by
c < 1. In particular, from the OPE of T and T , we deduce that these fields are
quasi-primary that satisfy

T (z) 7→ (∂f)2T (f(z)) +
c

12
{f(z), z}, (3.11)

where {f(z), z} is the Schwarzian derivative of f , defined as {f(z), z} = (f ′f ′′′−
(f ′′)2)/f ′2. The central charge also appears as the central extension of the Witt
algebra after quantization, extending it to the so-called Virasoro algebra, that
is satisfied by the Laurent modes of T and T ,

T (z) =
∑
n∈Z

z−n−2T (z), T (z̄) =
∑
n∈Z

z̄−n−2Ln. (3.12)

In fact, the Virasoro generators Ln satisfy

[Lm, Ln] = (m− n)Lm+n︸ ︷︷ ︸
classical part

+
c

12
(m3 −m)δm,−n︸ ︷︷ ︸

central extension

. (3.13)

We note that the global conformal algebra, that generates the Möbius transfor-
mations on the complex plane, form an sl(2) subalgebra

[L0, L−1] = L−1,

[L0, L1] = −L1,

[L1, L−1] = 2L0,

that does not have any central extension. In fact, this is the part of the algebra
that survives in arbitrary dimensions. In particular, the Hamiltonian, seen as
generator of dilations on the complex plane, is defined as

H =
2π

L
(L0 + L0), (3.14)
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while the momentum operator corresponds to the difference of L0 and L0. The
Hilbert space of the CFT is constructed from the eigenstates of (3.14). By
using the OPE between an arbitrary primary field Φ(z, z̄) of weight (h + h̄)
and T (z), we conclude that any primary field gives rise to a state in the CFT
Hilbert space of energy 2π

L
(h+ h̄), called primary or highest-weight state,

|h⟩ = lim
z→0

Φ(z)|0⟩, (3.15)

where |0⟩ is the SL(2,C) vacuum of the theory, defined as L0|0⟩ = L±1|0⟩ = 0.
We note that although L0|0⟩ = 0, because of the exponential map from the
cylinder to the plane the stress tensors T (z) and T (z̄) pick up a Schwarzian
derivative term from (3.11) that leads to a Casimir shift of the spectrum
proportional to the central charge c of the theory. More precisely, ones finds 1

⟨0|H|0⟩ = −
πc

12L
. (3.16)

The correspondence between fields and states is actually a bijection, as a
consequence of radial quantization that maps all infinitely negative times to a
single point: all states can be seen as created by a unique field inserted at the
origin of the complex plane, and all fields inserted at the origin of the complex
plane give rise to a unique state. Each primary state leads to a infinitely large
tower of descendant states, called Verma module, generated by the action of
L−n,

L−n1 ...L−nk |h⟩, n1 < ... < nk. (3.17)

For instance, the lowest energy excitations are L−1|h⟩, of level h+ 1, L−2|h⟩
and L2

−1|h⟩ of level h+ 2 and so forth, with a degeneracy at level N given by
its partition P (N).

As an application of the above formalism, we consider the free boson CFT,
c = 1, that when compactified on a circle provides through Luttinger liquid
theory the effective low energy description of a variety of critical models, such as
the XXZ model, the Lieb-Liniger model, and quasi-one dimensional condensates
of ultra-cold atoms. The action describing the (non-compactified) free boson
on the complex plane is

S =
1

4π

∫
dzdz̄∂z∂z̄φ(z, z̄). (3.18)

The classical equation of motion of such an action is

∂∂̄φ(z, z̄) = 0, (3.19)

which naturally leads to conserved U(1) currents forming purely chiral and
antichiral primary fields

J(z) = i∂φ(z, z̄), J̄(z̄) = i∂̄φ(z, z̄), (3.20)

of conformal weights (1, 0) and (0, 1) respectively. The Laurent modes of these
fields form two copies of a current (or Kac-Moody) algebra,

[Jm, Jn] = Knδn+m,0. (3.21)

1 The Casimir shift of the CFT spectrum provides a first route to numerically identify the
central charge of a given CFT from a given critical lattice model. However, the scaling of
entanglement entropy is a more efficient approach to determined c.
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As the two-point correlator of the bosonic field φ is logarithmic, it is thus clear
that these are not primary fields. However, we can introduce the set of vertex
operators, which together with the chiral and antichiral currents, provide the
set of all primary fields of the theory. Specifically, they are defined as

Vα(z, z̄) = :eiαφ(z,z̄) : , (3.22)

where :...: denotes normal (Wick) ordering. It can readily be deduced that their
scaling dimension is (α2/2, α2/2). Importantly, interpreting vertex operators
in the plane as electric charges of charge α, the n-point correlator of vertex
operators is non-zero if and only if the collection of charges is electrically
neutral, i.e.,

∑n
i=1 αi = 0. In this case, using Wick’s theorem, one finds

⟨Vα1 (z1, z̄1)...V (αn)(zn, z̄n)⟩ =
∏
i<j

|zi − zj |2αiαj . (3.23)

3.3 torus partition function

We have so far discussed conformal field theory on a cylinder, which describes
either a finite system at zero temperature, or an infinite system at finite
temperature, as both are related by S-transformation. As the cylinder can be
conformally mapped to the complex plane, we could use the power of complex
analysis to deduce results on correlation functions of fields on the plane. However,
considering both finite system size and finite temperature compactifies both
space and time directions, resulting in a torus-shaped spacetime. To go from
the plane to the torus, one has a freedom in the way to identify the points on
the plane, such that ω ∼ ω +mα1 + nα2, for m,n ∈ Z, and (α1, α2) a pair of
complex numbers, that span a two dimensional lattice, whose unit cell forms
the fundamental domain of the torus. The shape of the torus is parametrized
by the modular parameter τ = α1

α2
= τ1 + iτ2. Different choices of lattices

are related by modular transformations SL(2,Z)/Z2, which implies that the
modular parameter leaves the torus invariant under

τ 7→
aτ + b

cτ + d
,

(
a b

c d

)
∈ SL(2,Z)/Z2. (3.24)

This modular invariance of the torus motives the definition of the partition
function of a CFT as

Z(τ1, τ2) = Tr(e−2πτ2He−2πτ1P ), (3.25)

where the trace is taken over all states of the Hilbert space, and H and P are
the generators of time and space translations, which can thus be rewritten as

Z(τ) = Tr(qL0− c
24 q̄L0− c

24 ), q = e2πiτ . (3.26)

In particular, because of the invariance of the torus under modular transforma-
tions, the partition function Z has to be invariant under modular transforma-
tions (3.24). In the following, we provide expressions for the partition function
of the compactified free boson theory, also known as Luttinger liquid, which
will be an important building block to construct the Rényi divergence of two
different Luttinger liquid at thermal equilibrium in Chapter 13. In this case,
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the bosonic field φ(z, z̄) is defined on a circle, φ(z, z̄) ∼ φ(z, z̄) + 2πRn. Then,
the partition function is

Z(β) =
1

|η(iβ/L)|2
∑

m,w∈Z
exp

[
−π

β

L

(
m2

R
+Rw2

)]
, (3.27)

where η is the Dedekind eta function

η(τ) = q1/24
∞∏
n=1

(1− qn), (3.28)

that has the correct modular invariance properties ensuring that the free boson
torus partition function (3.27) is modular invariant. Furthermore, the partition
function of the compactified free boson on a circle of radius R is equal to the
one of a boson compactified on a circle of radius 2/R. This is a manifestation
of T-duality. In particular, the fixed point of this duality is the radius R =

√
2,

which is self-dual. In the language of Tomonaga-Luttinger liquid theory [see
Part iv], the self-dual point corresponds to a Luttinger parameter K = 1, i.e.,
the non-interacting point of the Tomonaga-Luttinger liquid.

3.4 boundary conformal field theory

Although the preceding sections focused exclusively on CFTs defined on a
Euclidean cylinder with a fixed length L, there are situations where it may
be advantageous to define the CFT on a Euclidean spacetime strip instead,
such as to describe lattice models with open boundaries. In such cases, it is
important to impose boundary conditions that preserve conformal invariance.
These boundary conditions themselves lead to constraint, called conformal
boundary conditions, that need to be taken into account in the construction
of the theory. In particular, holomorphic and anti-holomorphic components
of fields are no longer decoupled, and are related by the boundary conditions.
The correlation functions of fields are no longer evaluated on the full complex
plane, but to the upper-half plane (UHP), which can be mapped to from the
Euclidean strip by the exponential map

eπω/L, (3.29)

such that the boundaries of the strip are mapped to the real axis. Different
boundary conditions at the two sides of the strip lead to different boundary
conditions on the positive and negative real axis. In order to account for such
a change of boundary conditions, one typically inserts a boundary condition
changing (BCC) operator at z = 0. In particular, we note that the Floquet
dynamics of CFTs periodically driven by a BCC operator was studied in [58].
It can be derived that on the UHP, Txy(x, 0) = 0, which implies the absence of
energy flow across the boundary, and ensures that a given boundary condition
preserves conformal invariance. Writing this condition in complex coordinates
leads to

T (z) = T (z̄), for z = z̄, (3.30)

which introduces a coupling between the two copies of the CFT. Equivalently,
we can write the condition. In particular, correlation functions can be evaluated
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Figure 3.2: Duality between the closed CFT tree level amplitude of a boundary
state |B⟩ and the boundary CFT partition function, where the trace is
taken over the BCFT Hilbert space HB (for simplicity in the case of
identical boundary conditions on both ends of the system).

on the upper-half plane by using analogies with electrostatics and introducing
mirror charges on the lower-half plane, and the evaluate the doubled correlation
function on the full complex plane. The position of the image charge should
be adjusted in such a way that the correlation function verifies the boundary
condition on the real axis.

The partition function, defined in the periodic case on a torus, can be defined
in the presence of boundaries on a cylinder, and is characterized by a single
modular parameter t. In particular, the cylinder partition function on a BCFT
can be seen, by replacing space by time and vice-versa, as a tree-level amplitude
⟨B|e−τHt|B⟩, for a specific state |B⟩: this correspondence is illustrated on
Fig. 3.2. The state in the periodic CFT whose time evolution is dual to the
BCFT partition function is called a boundary states, or Cardy state, and can
be explicitly constructed for particular examples of CFTs. In the case of the
free boson CFT, only Neumann and Dirichlet boundary conditions are allowed,
and the resulting boundary state is

|BN ⟩ = exp

(
−

∞∑
k=1

1

k
J−kJ̄−k

)
|0⟩ for Neumann boundary condition,

(3.31)

|BD⟩ = exp

(
+

∞∑
k=1

1

k
J−kJ̄−k

)
|0⟩ for Dirichlet boundary condition.

(3.32)

Boundary states play a fundamental role in the study of the massive quench
dynamics of CFTs, as is briefly discussed in Sec. 4.2, where the correspondence
between the partition function of the open CFT and the return amplitude
⟨B|e−iHt|B⟩ can be used to compute the Loschmidt echo after a quantum
quench starting from a massive initial state modeled by a smeared boundary
state.
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This chapter provides an overview of non-equilibrium dynamics in many-body
systems. We begin in Sec. 4.1 by discussing the thermalization of interacting
quantum systems, including the eigenstate thermalization hypothesis. In Sec. 4.2,
we focus on integrable models, a special class of systems that can evade
thermalization due to the presence of a large number of local conserved charges.
In particular we examine non-equilibrium phenomena in integrable models,
such as quantum quenches. Finally, in Sec. 4.3, we briefly touch on the chaotic
properties of non-integrable systems and the methods for diagnosing them.

4.1 thermalization of quantum systems

For a generic many-body quantum system brought out-of-equilibrium, one
expects ergodicity to take over the dynamics of the system in the long time
limit, such that the steady state it reaches is only characterized by a single
conserved charge, the energy, whose Lagrange multiplier defines the inverse
temperature at which the system thermalizes. More specifically, let us consider a
generic non-integrable quantum many-body system without global symmetries.
In this case we generally decompose the time-evolved average of any local
observable ϑA defined over a finite region A as

⟨ϑA(t)⟩ = ⟨Ψ(t)|ϑA|Ψ(t)⟩ =
∑
n

|cn|2ϑAnn+
∑
n ̸=m

cnc
∗
me

−i(En−Em)tϑAnm, (4.1)

where we used the decomposition of a generic state |ψ(t)⟩ in the eigenbasis
{|n⟩} of the Hamiltonian. The system equilibrates whenever the expectation
value tends to a steady state value

lim
t→∞

⟨ϑA(t)⟩ = ϑAeq. (4.2)

In the particular case where the steady state of the system is well-described
by a thermal Gibbs ensemble, i.e.,

lim
t→∞

lim
N→∞

⟨ϑA(t)⟩ = Tr
(
ϑAe

−βeffH/Z
)
, (4.3)

the system is said to thermalize at an effective temperature β−1
eff given by the

micro-canonical energy E, i.e., E = Tr
(
He−βeffH/Z

)
. Alternatively, thermal-

ization properties can be seen from reduced density matrices over the subsystem
A,

ρA(t) = TrĀ|Ψ(t)⟩⟨Ψ(t)|, (4.4)

where TrĀ denotes the partial trace with respect to the complement of A. In
fact, for a thermalizing system, one expects the reduced density matrix of any
subsystem A to converge to a thermal state

lim
t→∞

lim
N→∞

ρA = TrĀ
e−βH

Z
, (4.5)

27
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i.e., any subregion of the system equilibrates to a thermal ensemble even though
the system is closed and its evolution is unitary. This local loss of memory of
the initial conditions can be understood by the fact that spreading of quantum
correlations is intrinsically non-local because of quantum entanglement.

A fundamental issue is to then find a minimal set of requirements for a
quantum system to thermalize. Such requirements can be formulated into an
ansatz known as the eigenstate thermalization hypothesis (ETH). More precisely,
ETH is an ansatz for the matrix elements ϑmn of certain local observables ϑ
in the eigenbasis of the Hamiltonian H, in eigenstates that lie in the middle of
the spectrum. These matrix elements are predicted to take the form

ϑmn = O(Ē)δmn + e−S(Ē)/2fϑ(Ē, ω)Rmn, (4.6)

where Ē = (En + Em)/2 is the averaged energy of the two states and ω =
En − Em is their level spacing. The diagonal matrix elements are given by
O(Ē) which is the microcanonical expectation value at the averaged energy,
while off-diagonal matrix elements are randomly distributed according to the
random numbers Rmn that have zero mean and unit variance, and fϑ(Ē, ω)
is a smooth function. In particular, zooming on small energy windows, ETH
leads to consistent results with random matrix theory, that predicts Gaussian
distribution of the off-diagonal elements ϑmn for thermalizing Hamiltonians.
To prove that the ETH ansatz implies thermalization of local observables, one
starts from the definition of ϑ̄A in the diagonal ensemble,

⟨ϑ̄A⟩ ≡ lim
T→∞

∫ T

0
dt⟨ϑA(t)⟩ = Tr

(
ρDEϑ

A
)
, (4.7)

with ρDE =
∑
n |cn|2|n⟩⟨n|, and one then inserts the ETH ansatz (4.6). By

using the equivalence of the statistical ensembles, one relates Gibbs expectation
values to microcanonical ones, and concludes in the thermodynamic limit from
saddle-point arguments that

ϑ̄ ∼ ⟨ϑ⟩β ∼ ⟨E|ϑ|E⟩. (4.8)

The function fϑ(Ē, ω) also enables to recover the fluctuation-dissipation theo-
rem (FDT) [59]. In fact, defining the response function and the noise function
as

χϑ(t1, t2) = −iθ(t1 − t2)⟨[ϑ(t1), ϑ(t2)]⟩,
Sϑ(t1, t2) = ⟨{ϑ(t1), ϑ(t2)}⟩ − 2⟨ϑ(t1)⟩⟨ϑ(t2)⟩, (4.9)

their Fourier transform can be approximated by the ETH ansatz, leading to
the relations

χ′′
ϑ(E,ω) ≈ 2π sinh(βω/2)|fϑ(E,ω)|2,

Sϑ(E,ω) ≈ 4π cosh (βω/2) |fϑ(E,ω)|2. (4.10)

These expressions for the fluctuation and dissipation correlators lead to the
usual form of the FDT

χ′′
ϑ(E,ω) =

1

2
tanh(βω/2)Sϑ(E,ω). (4.11)

Thus, we conclude that ETH implies thermalization of local observables, making
pure energy states indistinguishable from thermal states, both from the matrix
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elements of local observables and two-point correlation functions through the
FDT.

There are several characterizations of quantum thermalization, from entan-
glement entropy to level spacing statistics. The von Neumann entanglement
entropy SA is defined for any reduced density matrix ρA of a subsystem A as

SA = −TrρA log ρA. (4.12)

In the case of the ground state of local gapped Hamiltonians, the scaling of
entanglement entropy follows an area law, SA ∼ Ld−1 in d dimensions: this is
explained by the fact that all entanglement is shared between correlations at the
boundary of the subsystem A. However, for high-energy states of a generic many-
body system, ETH leads to thermal correlations of local observables, and the
entanglement entropy SA is given by the thermal entropy of the reduced density
matrix ρA, giving an extensive contribution, or volume law, SA ∼ Ld. On the
other hand, thermalizing quantum systems share similarities with quantum
chaotic systems (see Sec. 4.3), which are described by random matrix theory. On
general grounds, it is expected for non-integrable quantum many-body systems
that level repulsion will arise in the spectrum, which can be characterized by
the emergence of Gaussian ensembles in the level spacing statistics P (sn) (see
Sec. 2.1 for definitions of the different statistical ensembles and of level spacing
statistics). The absence of level repulsion, characterized by the emergence of
a Poisson ensemble, is observed in any ergodicity-breaking quantum system,
such as integrable systems (see Sec. 4.2) or many-body localized phases [13].

Finally, let us mention other mechanisms that lead to weak breaking of
ergodicity, such as quantum scars [14–16], Hilbert space fragmentation [60] or
prethermalization [17, 18]. For instance, prethermalized regimes may happen
in many-body systems that consist of an integrable Hamiltonian perturbed
by an integrability-breaking term controlled by an energy scale ∆ ≫ 1. The
system may first relax to an athermal state as a consequence of the integrability
of the original Hamiltonian, and finally thermalize to a Gibbs ensemble after
time scales larger than ∆−1, leading to a two-step thermalization with a
parametrically long prethermalization plateau. On the other hand, quantum
scars appear as a set of extensive athermal eigenstates of a non-integrable
Hamiltonian, characterized by a low (typically area law) entanglement entropy
compared to the usual thermal states.

4.2 integrable models

An important class of counterexamples to thermalization for closed many-
body systems out-of-equilibrium are integrable systems. Besides the theoretical
relevance of integrable systems to gain analytical insights on general features of
many-body systems out-of-equilibrium, such systems naturally arise in certain
cold-atomic experiments. A seminal example of this is the Lieb-Liniger model
that provides a precise description of cold-atomic gases constrained to one-
dimensional tubes [19, 20]. Furthermore, integrable systems fundamentally
affect the non-equilibrium physics of interacting systems, as was observed
in the quantum Newton craddle experiment, in which clouds of Rubidium
atoms were shown to collide without thermalizing [61]. Integrable quantum
systems are characterized by an extensive number of local conservation laws
that strongly constrain their dynamics, avoiding thermalization and ergodicity,
i.e., they avoid maximal loss of information of the initial state. It is believed
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that the steady state of an integrable system brought far from equilibrium is a
generalized Gibbs ensemble (GGE) [62] characterized by an extensive number
of local charges {Qn}n∈N, taking the form

e
∑∞

i=1 e
−µiQi

Tr(e
∑∞

i=1 e
−µiQi )

, (4.13)

described by an extensive number of Lagrange multipliers µi. The validity of
the GGE has been demonstrated in a multitude of integrable lattice systems,
such as the transverse field Ising model [63] and hard-core bosons [64].

A particularly powerful method to study the non-equilibrium properties of in-
tegrable quantum many-body systems is generalized hydrodynamics (GHD) [65,
66]. This formalism applies to quantum systems with a macroscopic number
of conservation laws that are solvable by the thermodynamic Bethe ansatz.
More specifically, GHD applies at the emergent hydrodynamics scales, which
are large enough to contain a thermodynamic number of particles but small
enough to admit slow variations in spacetime. In other words, such state sat-
isfies local entropy maximisation, i.e., ⟨O(x, t)⟩ = ⟨O(0, 0)⟩β(x,t), for a local
observable O. Such a state describes any local observable at (x, t) in the same
way, parametrized by β(x, t). This principle of local entropy maximisation
applied to integrable systems described by GGE leads to the fundamental GHD
equations

∂tqi(x, t) + ∂xji(x, t) = 0 (4.14)

for the i-th local conserved charge Qi =
∫

dxqi(x, t). This (infinite) set of
conservation equations enable to access exact currents in non-equilibrium steady
states, e.g., to solve the dynamics of the Riemann problem of hydrodynamics, or
more generally, quantum partitioning protocols, where one brings into contact
two halves that are initially thermalized in different equilibrium quantum states,
for generic integrable non-conformal models [65, 66].

Another simple yet insightful approach to integrable quantum systems away
from equilibrium are quantum quenches. Such protocols consist in brutally
changing some parameters of a quantum system initially at equilibrium, and
study the response of such a system at later times. In particular, important
results were found for the quench dynamics of critical one-dimensional systems
described by conformal field theories (CFTs) [67–69]. In such systems, scale
invariance opens a pathway to analytically compute different quantities after
the quench, such as entanglement entropy SA(t) [67], light-cone spreading of
correlations [70], revivals in finite systems [71]. More specifically, we consider
the time evolution of a (1+1)D CFT, starting from a massive initial state |ψ0⟩,
e.g., the ground state of a gapped Hamiltonian H0 initialized at negative times.
Then, we let such initial state unitarily evolve with a uniform CFT Hamiltonian
H. Such class of protocols, often referred as massive quenches, describes the
low-energy physics of, for instance, an abrupt change of the anistropy parameter
of the XXZ model, driving the system from a gapped ferromagnetic phase to a
paramagnetic phase. In particular, using conformal invariance of the system,
one can compute general correlation functions

C(x; t) = ⟨ψ0|eiHtΦ1(x1)...Φn(xn)e
−iHt|ψ0⟩, (4.15)

for arbitrary primary fields Φi. The general strategy to compute such a correla-
tion function is to rotate to a Euclidean spacetime, t 7→ iτ , and notice that this
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is the correlation function of a boundary conformal field theory, whose boundary
conditions are encoded by the short-ranged state |B⟩, that is understood as a
boundary (or Cardy) state, such that |ψ0⟩ = e−τ0H |B⟩, in order for the initial
state to be regularized. These correlation functions can be mapped onto the
upper-half plane and evaluated from boundary CFT techniques, leading to
the exact time evolution of equal-time correlations after the quench. Applying
this computation to two-point function of twist fields operators T (x), the
entanglement entropy after the quantum quench can be computed by making
use of the replica trick [72]. The von Neumann entanglement entropy SA of a
subsystem A is obtained from the n-th Rényi entropy as

SA(t) = lim
n→1

1

1− n
logTr(ρnA(t)), (4.16)

where ρnA(t) is the n-th power of the reduced density matrix ρA. The replica
trick of the CFT enables to write Tr(ρnA(t)) as a two-point correlator of twist
fields of conformal dimension c/12(n− 1/n) on an n-sheeted Riemann surface.
For a subsystem A consisting of a single interval of length l, the entanglement
entropy SA(t) grows as

SA(t) ≈
c

3
log τ0 +

πct

6τ0
, t < l/2, SA(t) ≈

c

3
log τ0 +

πlc

12τ0
, t > l/2,

(4.17)

i.e., the (single interval) entanglement entropy linearly increases until it reaches
its steady state value after a time t = l/2, that solely depends on the central
charge c of the given critical theory and on the subsystem size l. This particularly
simple temporal evolution of entanglement can be attributed to a generic
property of integrable models: the existence of stable long-lived quasiparticles.
In fact, such a linear growth and steady state value of SA(t) can be obtained
after a quench for any integrable model (conformal or non-conformal) from a
simple quasiparticle picture, by assuming that all the entanglement is carried
by different species of quasiparticles that propagate ballistically at a given
velocity. At the initial time t = 0, such pairs of quasiparticles are produced at
each point of spacetime, and entanglement between the two disjoint subsystems
A and B linearly grows as long as pairs of quasiparticles are such that one
member of the pair is in A and the other in B. By ballistic propagation of the
excitation, it is clear that the saturation time has to depend on linearly on the
subsystem size l, and additionally that the entanglement entropy has to increase
linearly and then saturate to a steady state value that also depends linearly
on the subsystem size l. In the particular case of CFTs, only one specie of
quasiparticles exists: massless quasiparticles with a linear dispersion, that come
in pairs of left and right moving quasiparticles, that propagate at the Fermi
velocity. The existence of such long-lived quasiparticles directly implies that
information after the quantum quench has to propagate along light-cones, as
was observed experimentally in cold-atomic gases [70]. Furthermore, for CFTs
defined on a system of finite size L, it implies that at times t∗ = kL/2, k ∈ N
for periodic boundary conditions, and t∗ = kL for open boundary conditions,
all quasiparticles emitted at t = 0 arrive again at their initial positions, such
that the Loschmidt echo goes back to one, F (t) = |⟨ψ(0)|ψ(t∗)⟩|2 = 1 [71]. In
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order to show this result explicitly, we note that the Loschmidt amplitude is
defined as

⟨ψ0|e−iHt|ψ0⟩ =
⟨B|e−βH/4e−iHte−βH/4|B⟩
⟨B|e−βH/4e−βH/4|B⟩

. (4.18)

We now use the BCFT to closed CFT duality to express the return amplitude
as a partition function of the associated BCFT [see Sec. 3.4],

⟨B|e−βH/4e−iHte−βH/4|B⟩
⟨B|e−βH/4e−βH/4|B⟩

=
Z(β/2 + it, L)

Z(β/2, L)
. (4.19)

We can then use the fact that the partition function of a BCFT has linear
decomposition in the Virasoro characters,

Z =
∑
∆

|B∆|2χ∆(q) =
∑
∆̃

n∆̃
BBχ∆̃(q̃), (4.20)

where B∆ are the coefficients of the decomposition of the boundary state in
terms of Ishibashi states, nBB are the fusion rules coefficients. Using modular
transformations on the characters, one can thus compute the partition function
in different limits, and observe a characteristic revival at integer multiples of L.
These revivals have been numerically and analytically observed in a multitude
of quenched critical systems which realize different universality classes of CFTs,
such as the Luttinger model [73] and the transverse field XY model [74]. This
property directly implies the non-ergodicity of critical quantum system after
a quantum quench: the quantum fidelity (or Loschmidt echo) permanently
oscillates between one and a finite non-zero value for infinite times, precluding
any ergodic effects because of the emergence of an infinite number of local
conserved charges. However, the asymptotic state reached after the massive
quench of a CFT that we discussed is not described by a GGE, as it can
be shown that the reduced density matrix of an arbitrary interval converges
exponentially to the one of a thermal ensemble, which does not display all the
infinite number of local conserved charges of the theory. This is due to the
fact that the initial massive state |ψ0⟩ should in general include all possible
irrelevant deformations Φ̃i of the CFT, and generically takes the form [75]

|ψ0⟩ ∼ e−2τ0H
∏
i

e−µi
∫
Φ̃idx|B⟩. (4.21)

By using a path integral formulation of the reduced density matrix, one can
show that the steady state value of the reduced density matrix for any interval is
indeed of the form of a GGE (4.13). This provides a general proof that massive
quenches of rational models of CFTs generally equilibrate to a GGE, with an
infinite number of conserved charges inherited from the infinite dimension of
the conformal algebra in two dimensions.

4.3 quantum chaos in thermalizing systems

Classical chaos is traditionally defined from the exponential sensitivity of the
phase space trajectories to initial conditions. This phenomenon has been ob-
served in numerous classical systems, such as weather, motion of planets in the
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solar system, and behavior of fluids. In classical physics, a notable counterex-
ample to chaotic systems are integrable systems, that are characterized by a
large number of integrals of motions that confine all trajectories in phase space
to invariant tori. In particular, weak integrability breaking terms in classical
mechanics only slightly deform the phase space and do not affect the stability of
the system for long times, a result known as Kolmogorov–Arnold–Moser (KAM)
theorem. On the other hand, defining chaos for quantum systems turns out to
be subbtle as the notion of trajetories in phase space does not apply. The most
commonly accepted route to define quantum chaos is through random matrix
theory and the ETH [see Sec. 4.1]. The relevant spectral properties of chaotic
systems are usually diagnozed through level spacing: level repulsion is expected
in the level spacings of chaotic systems, leading to Gaussian distributions,
contrary to integrable systems that display a Poisson distribution. A natural
question that arises is whether there exists a quantum analog to the KAM
theorem for weak integrability-breaking of integrable quantum systems. It has
been shown that certain perturbations lead to prethermalization [76] described
by an effective GGE, with quasi-conserved charges.

Another approach to quantum chaos is based on the notion of scrambling in
operator space, referred to as operator scrambling. In order to probe non-local
spreading of operators during the unitary time evolution, one introduces the
squared commutator

C(t) = −⟨[W (t), V ]2⟩, (4.22)

for two initially commuting observables W and V . C(t) can be rewritten as
a single four-point correlator of the form ⟨VW (t)VW (t)⟩, named out-of-time-
order correlators (OTOC) [77]. The growth of the OTOC indicates a growth of
the non-commutativity of two initially commuting observables, thus defining a
notion of operator scrambling through the system over time. In fact, the initial
operator W (0) will evolve to a complicated operator W (t) = eiHtW (0)e−iHt,
which admits the expansion

W (t) =W (0) + it[H,W ]−
t2

2!
[H, [H,W ]]−

it3

3!
[H, [H, [H,W ]]] + ..., (4.23)

which, at order n, leads to n local operators acting non-trivially on a large part
of the system. This implies that the commutator [W (t), V ] generally has a large
weight [78], thus motivating the OTOC definition. We note that these objects
have a peculiar acausal structure that makes their experimental measurement
complicated. In fact, in order to measure OTOCs one first needs to evolve
the system at a time t, apply the operator W , go backward in time to the
initial t = 0, and insert the operator V . Alternatively, one needs to prepare
a second quantum state by first acting with V , evolving for time t, applying
W , and going backward to initial time. Such a backward time evolution may
be complicated to realize in experimental setups, and cannot be measured in,
e.g., angle-resolved photo-emission spectroscopy and neutron scattering from
linear response theory, contrary to usual time-ordered correlation functions. It
has nonetheless been measured in different platforms, such as nuclear magnetic
resonance quantum simulator, where the backward time evolution is engineered
through a sign change of the magnetic field [79].

The classical limit of the squared commutator provides a fruitful connection
to classical chaos: it is related to the square of derivatives of the classical
trajectory in phase space for given initial conditions. Therefore, classical chaos
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readily implies exponential growth of the OTOC in the quantum regime. The
Lyapunov exponent that characterizes such an exponential growth of the OTOC
is claimed to be bounded by

λL ≤
2π

β
. (4.24)

The saturation of the bound on quantum chaos is reached in the large N limit
of the Sachdev-Ye-Kitaev model (SYK), as well as for holographic CFTs. A
common feature of these strongly interacting models is their lack of a stable
quasiparticle description, as well as their classical holographic dual. We stress
that not all non-integrable models display an exponential growth of the OTOC
described by a Lyapunov exponent. In particular, non-integrable lattice models
do not exhibit an exponential growth [80]. Another diagnose of quantum chaos
is based on the spectral properties of the Hamiltonian. While the level spacing
reveals chaotic properties of quantum systems, it does not probe energy levels
that are far apart. This property can be incorporated by studying the spectral
form factor (SFF), defined for holographic CFTs as |Z(β + it)|, where Z is the
torus partition function [see Sec. 3.3]. At late time the SFF tends to a plateau
and only probes nearest neighbor levels. On the other hand, at earlier times
the SFF is a powerful probe of the spectral rigidity, namely the tendency for
the system to show level repulsion between energy levels that are far apart,
leading to a ramp evolution of the SFF before saturating to its plateau value.
Finally, short times lead to a non-universal dip structure in the SFF; thus for
chaotic systems, a typical dip-ramp-plateau is expected, as observed in the
SYK model [81]. We note that both the OTOC and the SFF can be obtained
as different types of analytic continuations of the torus partition function for
chaotic CFTs [82]; thus, for such systems the central probe of quantum chaos
is the partition function, as expected from the information it contains on the
spectral statistics of the problem.

Another definition of scrambling of quantum information through the system
is captured by the notion of entanglement scrambling. It is usually identified
from the negativity of the tripartite mutual information, defined for a system
divided in four regions A, B, C and D as

I3(A,B,C) = I(A,B) + I(A,C)− I(A,BC), (4.25)

where the mutual information is defined as I(A,B) = SA + SB − SAB , and
AB = A∪B. The tripartite mutual information (4.25) measures the amount by
which one cannot reconstruct A by local measurements of B and C separately.
In particular, negativity of I3(A,B,C) captures the information that can be
recovered by measuring the union of B and C but not by measuring them
individually, leading to information scrambling through the system. The notion
of operator scrambling and exponential growth of OTOC is in general distinct
from the notion of entanglement scrambling, as the former probes scrambling
in the space of observables, and the latter probes scrambling of wavefunctions.
However, in the context of unitary quantum channels, it has been shown that
the OTOC butterfly effect implied entanglement scrambling in the system. The
precise relation between both notions of scrambling relies on a relation between
the averaged OTOC over a complete set of operators and the second Rényi
entropy [83].

To wrap up this section, we briefly highlight another recent advance in the
field of quantum chaos, from the perspective of random matrix theory. We focus
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our attention on translational-invariant many-body quantum systems, and in
particular on Floquet unitary circuits, such as the kicked Ising model and brick
wall models [84]. Translational-invariant quantum circuits are associated by
a spacetime duality to non-Hermitian dual transfer matrices, that possess a
complex spectrum [85]. While the characterization of the late-time quantum
chaos via spectral statistics of the Hamiltonian is characterized by level repulsion
and Gaussian ensembles, the spectrum of the dual non-Hermitian transfer matrix
that encodes “evolution” in space has been shown to be characterized by a
non-Hermitian Ginibre ensemble 1 [87]. In order to characterize the emergence
of quantum chaos from this dual perspective, we define the spectral form factor
in the case of dual unitary circuits as

K(t, L) = ⟨|TrH(
t∏

t′=1

U(t′, L))|2⟩ = ⟨|TrH̃(
L∏
j=1

T (t, j))|2⟩, (4.26)

where U is the single-step time evolution operator in the unitary circuit, and
T the dual spatial evolution operator, performing the evolution on the dual
Hilbert space H̃. One can then establish for a given dual unitary circuit model
a regime diagram in terms of (t, L). By increasing L and keeping t fixed, one
finds a crossover from a linear ramp regime K(t, L) ∼ tL to an exponential
regime in L. The linear ramp regime is the dual indicator of many-body chaos,
and necessarily requires a description of the dual spatial evolution operator
with the Ginibre ensemble [87]. We stress that the emergence of the Ginibre
ensemble is unique to many-body systems as it requires a non-trivial spatial
structure, as opposed to the Gaussian ensemble that does not require strong
correlations to emerge.

1 We recall that the Ginibre ensemble is defined as the ensemble of n× n random matrices
whose entries are complex numbers with real and imaginary parts sampled from a normal
distribution with zero mean and variance 1/2n. In the limit of large n, almost all eigenvalues
follow the circular law: they are uniformly distributed in the unit disk [86].





Part II

FROM DEL ICATE TO DISORDERED
TOPOLOGICAL PHASES

This part of the thesis deals with the exploration of topological
phases of matter that lie beyond the paradigm of the tenfold-way
classification. Chapter 5 generalizes the concept of Hopf insulator,
a delicate two-band topological insulator whose topology is related
to the Hopf invariant, to an arbitrary number of bands separated
by band gaps. The obtained Z classification of such a N-band
Hopf insulator is related to the quantized isotropic magnetoelectric
coefficient of its bulk. The boundary of a N-band Hopf insulator
can be fully gapped, and we find that there is no unique way of
dividing a finite system into bulk and boundary. Despite this non-
uniqueness, we find that the magnetoelectric coefficient of the bulk
and the anomalous Hall conductivity of the boundary are quantized
to the same integer value. We propose an experiment where the
quantized boundary effect can be measured in a non-equilibrium
state. Chapter 6 introduces topologically localized insulators (TLIs),
a novel class of insulators whose bulk is insulating at arbitrary filling,
with all bulk states fully localized, while its anomalous boundary
carries quantized Hall conductivity. We construct an explicit model
for such a novel phase, and show the robust quantization of its bulk
and boundary topological invariants.

The content of this part of the thesis is based on [21, 22].





5N - BAND HOPF INSULATOR

5.1 introduction

In this chapter we focus our attention on fragile topological phases, as introduced
in Sec. 2.3. In such systems, the constraint that the number of bands needs to be
fixed hinders direct application to crystalline materials. For example, the Hopf
insulator has exactly one conduction and one valence band, whereas crystals
have typically many bands. Although the Hopf insulator can be turned into
a stable topological phase through additional symmetry constraints [88], here
we take a different route and relax the requirements of the delicate topological
classification to allow for a trivial band to be added if separated by the gaps
from all the other bands, see Fig. 5.1(d). The idea of multi-gap classification is
not a new one. The stable multi-gap classification was used to classify Floquet
insulators [89], whereas the delicate multi-gap classification, with exception of
the one-dimensional systems described by real Hamiltonians [90–92], has been
largely unexplored.

Specifically, we consider three-dimensional systems with no additional sym-
metry constraints, and find that delicate multi-gap topological classification is
the same as the classification of the Hopf insulator. The obtained phases are
dubbed N -band Hopf insulators. Unlike the tenfold-way topological insulators,
the boundary of the N-band Hopf insulator can be fully gapped and there is
no unique way of defining the boundary subsystem, see Sec. 5.4. Remarkably,
despite this non-uniqueness, we are able to formulate the bulk-boundary corre-
spondence for the N -band Hopf insulator: a finite sample of the N -band Hopf
insulator can be seen as the bulk, with the isotropic orbital magnetolectric polar-
izability coefficient (of all the bulk bands) 1 taking an integer value, wrapped in
a Chern insulator sheet with the total Chern number of all the boundary bands
equal to minus the same integer, see Fig. 5.2. A bulk-boundary correspondence
for N = 2 Hopf insulator was formulated in [49], albeit for a subset of boundary
conditions that leave the boundary gapped. In this chapter we show that such
bulk-boundary correspondence is a physical one: the quantized boundary effect
can be measured in certain non-equilibrium states. Specifically, a finite sample
fully filled with electrons does not exhibit any quantized effect, the quantized
response is obtained only by driving the system into a non-equilibrium state
where the region close to the boundary (bulk) is fully filled with electrons while
the bulk (boundary) is unoccupied.

The results of topological classifications apply equally well to periodically and
adiabatically driven crystals. In fact, there is a well known one-to-one correspon-
dence between a two-dimensional Quantum Hall system and a one-dimensional
Thouless pump [38]. The quantized Hall conductance translates into quantized
charge pumped during one period of the adiabatic drive. Analogously, there
is one-to-one correspondence between a three-dimensional N -band topological
insulator and certain two-dimensional adiabatic pumps: the quantized mag-
netoelectric polarizability coefficient of the three-dimensional bulk translates

1 The magnetoelectric polarizability tensor is isotropic if the contributions from all the bands
are considered, see [93].
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Figure 5.1: The band structure of a band insulator, where the existence of a single
band gap is guaranteed (a). The same as in the panel (a) for the case
of two bands (b). The band insulator can have N − 1 band gaps that
divide the bands into N disjoint sets (c). The same as in the panel (c)
for the case when each of N sets contains exactly one band (d).

into the quantized orbital magnetization of the two-dimensional bulk of the
pump, while the surface Chern number translates into the edge Thouless pump.
We explicitly construct one such two-dimensional N-band Hopf pump which
happens to also represents an anomalous Floquet insulator (AFI) [54]. Unlike
Floquet insulators, where the condition of the gap in the quasienergy spectrum
is difficult to verify experimentally, the requirements of N -band Hopf insulators
are experimentally accessible.

The remaining of the chapter is organized as follows. In Sec. 5.2 we review the
definition and the classification of Hopf insulators. Sec. 5.3 considers N-band
Hopf insulators and derives their classification and topological invariant. The
bulk-boundary correspondence for N-band Hopf insulators is formulated in
Sec. 5.4. In Sec. 5.5, we consider a two-dimensional N-band Hopf pump and
discuss its orbital magnetization. Examples of both three-dimensional Hopf
insulator and two-dimensional N -band Hopf pump with N = 2 and N = 3 can
be found in Sec. 5.6.

5.2 hopf insulator

Consider a three-dimensional, gapped 2-band Bloch Hamiltonian h
k⃗
. Assuming

that the two bands are “flattened” such that the Bloch eigenvalues become ±1,
we write

h
k⃗
= U

k⃗
σ3U

†
k⃗
, (5.1)

where σ3 is Pauli matrix and U
k⃗
∈ SU(2). At each k⃗-point in the Brillouin zone

(BZ), h
k⃗

can be seen as an element of the quotient group SU(2)/U(1), where
U(1) ∈ SU(2) describes gauge transformation that changes the relative phase
between the two Bloch eigenvectors. The group SU(2)/U(1) is isomorphic to 2-
sphere S2, hence h

k⃗
is seen as a map from BZ (3-torus T 3) to S2 h

k⃗
: T 3 → S2.

This map is defined by the representation of the Bloch state |u
k⃗1
⟩ on the Bloch
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Figure 5.2: A finite N-band Hopf insulator has the bulk with the total (all the
bulk bands combined) isotropic magnetoelectric polarizability coefficient
equal to NHopf (where e = h = 1) with the gapped boundary that has
Hall conductivity equal to −NHopf. The division between the bulk and
the boundary is achieved by representing the bulk by set of exponentially
localized Wannier functions.

sphere. It follows that the classification of three-dimensional 2-band Bloch
Hamiltonians is given by homotopy classification of the maps h

k⃗
: T 3 → S2.

The complete classification of such maps was first obtained by Pointryagyn [94].
There are three weak topological invariants 2 classifying the maps from T 2 → S2

with T 2 ⊂ T 3—these invariants are Chern numbers in (kx, ky)-, (ky , kz)- and
(kx, kz)-manifolds. If any of the weak invariants is non-zero, the homotopy
classification of h

k⃗
does not have a group structure. In this article we assume

that the weak invariants vanish, in which case the Z classification is obtained,
given by the Hopf invariant NHopf = 2P 1

3 , with P 1
3 Abelian the third Chern-

Simons form (Abelian axion coupling)

Pn3 =

∫
BZ

d3k

8π2
A⃗n · ∇⃗ × A⃗n, (5.2)

with A⃗n = i⟨u
k⃗n
|∇⃗
k⃗
|u
k⃗n
⟩.

We now proceed with an alternative derivation of the above results. Vanishing
of the weak invariants implies the homotopy classification of maps T 3 → S2

is given by the homotopy group π3(S2) that classifies maps S3 → S2. Instead
of calculating π3(SU(2)/U(1)) = π3(S2), we calculate the relative homotopy
group π3(SU(2), U(1)) which is isomorphic to π3(SU(2)/U(1)). The relative
homotopy group π3(SU(2), U(1)) classifies the maps from the 3-disc D3 to
the group SU(2) with the constraint that the disc’s boundary is mapped to
the subgroup U(1), ∂D3 → U(1). The topological invariants for the group

2 For the tenfold-way classification, the distinction between strong and weak topological
invariants is related to the effects of disorder; The value of a strong topological invariant
cannot change due to inclusion of translation-symmetry-breaking perturbations. On the
other hand, delicate topological phases depend crucially on the presence of translational
symmetry. Hence, in this chapter we use a more general definition, where the strong
topological invariants are those invariants that can be defined on a d-dimensional sphere
instead of BZ.
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π3(SU(2), U(1)) can be obtained from the knowledge of homotopy groups for
SU(2) and U(1) with help of the following exact sequence [95–97]

π3(U(1))
i3−→ π3(SU(2))

i−→ π3(SU(2), U(1)) (5.3)
∂−→ π2(U(1))

i2−→ π2(SU(2)).

The exactness of the above sequence means that the image of each homo-
morphism is equal to the kernel of the subsequent homomorphism. The ho-
momorphisms i3 and i2 are induced by the inclusion U(1) → SU(2), the
homomorphism i identifies the maps from S3 → SU(2) as maps D3 → SU(2)
where the boundary ∂D3 is mapped to the identity element of the group SU(2).
Lastly, the boundary homomorphism ∂ restricts the map D3 → SU(2) to its
boundary map ∂D3 = S2 → U(1) which is classified by the group π2(U(1)). In
this particular case the groups π3(U(1)) and π2(U(1)) are trivial, hence the
exactness of the sequence (5.3) implies

π3(SU(2), U(1)) = π3(SU(2)) = Z. (5.4)

The topological invariant for the homotopy group π3(SU(2)) is the third
winding number W3[Uk⃗], Uk⃗ ∈ SU(2)

W3[Uk⃗] =

∫
BZ

d3k

8π2
Tr
(
U†
k⃗
∂kxUk⃗[U

†
k⃗
∂kyUk⃗, U

†
k⃗
∂kzUk⃗]

)
, (5.5)

where [A,B] denotes the commutator. Finally, the isomorphism between the
groups π3(SU(2), U(1)) and π3(SU(2)/U(1)) implies that there is a relation
between the winding number (5.5) and the Hopf invariant (5.2). Indeed, the
following relation holds

NHopf =W3[Uk⃗] = P 1
3 + P 2

3 = 2P 1
3 = NHopf, (5.6)

where |u
k⃗1
⟩ and |u

k⃗2
⟩ are two Bloch eigenvectors that define P 1,2

3 via Eq. (5.2),
and U

k⃗
: T 3 → SU(2) is defined in Eq. (5.1). We now derive the relation (5.6)

following closely the derivation presented in [98]. We denote the set of orbitals
in the unit cell by {|1⟩, |2⟩}, and the unitary matrix transforming this basis to
the Bloch eigenvectors {|u

k⃗1
⟩, |u

k⃗,2
⟩} by U

k⃗
, i.e., |u

k⃗a
⟩ = U

k⃗
|a⟩, with a = 1, 2.

The winding number (5.5) of the unitary matrix U
k⃗

can be written in the
following form

W3[Uk⃗] =

∫
BZ

d3k

24π2
ϵijk

∑
a,b,c,d

U†
ab∂iUbc∂jU

†
cd∂kUda, (5.7)

where indices i and j run over kx, ky , kz , whereas a, b, c, d run over the two
band indices, and the summation over repeated indices is assumed. The matrix
elements of the unitary U

k⃗
are defined as Uab(k⃗) = ⟨a|Uk⃗|b⟩.

W3[Uk⃗] =

∫
BZ

d3k

24π2
ϵijk

∑
a,b,c,d

⟨u
k⃗a
|b⟩∂i⟨b|uk⃗c⟩∂j⟨uk⃗c|d⟩∂k⟨d|uk⃗a⟩. (5.8)

We note that the derivatives act only on the Bloch eigenstates, which leads to

W3[Uk⃗] =

∫
BZ

d3k

24π2
ϵijk

∑
a,c

⟨u
k⃗a
|∂iuk⃗c⟩⟨∂juk⃗c|∂kuk⃗a⟩. (5.9)
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Taking the summation over the two bands, we obtain four terms

W3[Uk⃗] =

∫
BZ

d3k

24π2
ϵijk[W1 +W2 +W3 +W4], (5.10)

where

W1 = u†
k⃗1
∂iuk⃗1∂ju

†
k⃗1
∂kuk⃗1,

W2 = u†
k⃗1
∂iuk⃗2∂ju

†
k⃗2
∂kuk⃗1,

W3 = u†
k⃗2
∂iuk⃗1∂ju

†
k⃗1
∂kuk⃗2,

W4 = u†
k⃗2
∂iuk⃗2∂ju

†
k⃗2
∂kuk⃗2.

(5.11)

By following the procedure outlined in [98], the first and fourth terms give an
equal contribution, W1 = W4, while the second and third term give also an
equal contribution, W2 =W3 = 2W1. Therefore we conclude that

W3[Uk⃗] = 2

∫
BZ

d3k

8π2
ϵijku†

k⃗1
∂iuk⃗1∂ju

†
k⃗1
∂kuk⃗1 (5.12)

using the definition of the Berry connection, (A⃗n)j = i⟨u
k⃗n
|∂juk⃗n⟩, we note that

ϵijk(A⃗n)i∂j(A⃗n)k = A⃗n · ∇⃗× A⃗n. We finally recover the expression for Abelian
third Chern-Simons form, hence we conclude that W3[Uk⃗] = P 1

3 + P 2
3 = 2P 1

3
holds.

5.3 N -band hopf insulators

The gap of a band insulator divides the Hilbert space into two mutually
orthogonal subspaces, with the projector P

k⃗
(Q

k⃗
≡ 1−P

k⃗
) defined by occupied

(empty) Bloch eigenvectors; see Fig. 5.1(a). The topological classification of
band insulators is obtained by classifying the subspace P

k⃗
, or equivalently

Q
k⃗
. Within the K-theory classification, the ranks of these two projectors, P

k⃗
and Q

k⃗
, can be varied by an addition of topologically trivial bands. On the

other hand, the fragile topological classification [43] allows the ranks of Q
k⃗

to
be varied while the rank of the projector P

k⃗
is fixed. If the ranks of both P

k⃗
and Q

k⃗
are required to take some fixed values, as is the case for the N = 2

band Hopf insulator in Fig. 5.1(b), one then talks about delicate topological
classification.

In this chapter we modify the classification rules by requiring not one but
N − 1 band gaps are to be maintained, see Fig. 5.1. Such a band structure
defines N projectors P

k⃗n
, n = 1, . . . , N , which are projectors onto the subspaces

spanned by the Bloch eigenvectors with the eigenvalues laying between two
neighbouring band gaps.

As in the case of a single band-gap classification, for the (N − 1) band-gap
classification one can apply various classification rules. The K-theoretic version
of the classification, see Fig. 5.1(c), allows the rank of all projectors P

k⃗n
to be

varied by the addition of trivial bands—such classification is directly related to
a single band-gap classification, see [89]. On the other hand, 3 if the rank of all

3 There are more possibilities herein [99], one can define fragile classifications by allowing
only certain ranks Pn

k⃗
to be varied, although the physical relevance of such classification

schemes is unclear.
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the projectors P
k⃗n

is fixed, we refer to this classification as delicate multi-gap
classification. In contrast to K-theoretic classification, the delicate multi-gap
classification is not always related to delicate single-gap classification [91, 100].

Below we show that the delicate (N − 1)-gap classification of the three-
dimensional Bloch Hamiltonians (with vanishing Chern numbers) is Z for
N ≥ 2 if rankP

k⃗n
= 1 for n = 1, . . . , N . Since the non-trivial topological

insulators for N = 2 are called Hopf insulators [50], we call the non-trivial
insulators for N > 2 N -band Hopf insulators.

The complete classification of N-band Hopf insulators goes along the lines
of N = 2 classification of Sec. 5.2. Given N-band Bloch Hamiltonian h

k⃗
is

flattened such that its eigenvalues are distinct integers [1, N ], the diagonalized
Hamiltonian is written as

h
k⃗
= U

k⃗
diag(1, . . . , N)U†

k⃗
, (5.13)

where U
k⃗
∈ SU(N) is continuous on the BZ. At each k⃗-point in the BZ, h

k⃗

is seen as an element of the group SU(N)/U(1)N−1, where the subgroup
U(1)N−1 ∈ SU(N) is generated by U(1) gauge transformations of individual
bands. Under the assumption of vanishing weak topological invariants, that are
defined for each P

k⃗n
, the BZ can be regarded as 3-sphere S3. In other words, the

strong classification of N -band Hopf insulators is given by the homotopy group
π3(SU(N)/U(1)N−1). We proceed with help of the following isomorphism 4

π3(SU(N)/U(1)N−1) = π3(SU(N), U(1)N−1), (5.14)

where π3(X,A) for A ⊆ X denotes the relative homotopy group introduced in
the previous Section. The exact sequence, analogous to the one in Eq. (5.3),
reads

π3(U(1)N−1)
i3−→ π3(SU(N))

i−→ π3(SU(N), U(1)N−1)

∂−→ π2(U(1)N−1)
i2−→ π2(SU(N)), (5.15)

implying that π3(SU(N), U(1)N−1) = π3(SU(N)) because the homotopy
groups π3(U(1)N−1) and π2(U(1)N−1) are trivial. The topological invariant,
a member of the group π3(SU(N)) = Z, is the third winding number, which
provides the complete classification of N -band Hopf insulators. The advantage
of our classification approach is that it gives the complete set of topological
invariants that were previously not known.

The above considerations give the topological invariant of the N -band Hopf
insulator

NHopf =W3[Uk⃗], (5.16)

i.e.,NHopf is the third winding number of the unitaryN×N matrix U
k⃗
∈ SU(N)

in Eq. (5.13). Although U
k⃗

explicitly depends on the choice of U(1) gauge for
each Bloch eigenvector, such gauge transformations cannot change the third

4 The group πi(X,A) is not isomorphic to πi(X/A) in general. For example, when X = D2

and A = S1, the group πi(D
2, S2) is trivial for i > 2 as seen by exact sequence similar

to Eq. (5.3), whereas the πi(D
2/S1 = S2) is non-trivial for infinitely many values of i.

The isomorphism (5.14) follows directly from the long exact sequence for the fibration
U(1)N → U(N) → U(N)/U(1)N .
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winding number of U
k⃗
. (This follows directly from the exact sequence (5.15),

since img i3 is trivial.) The following relation holds

NHopf = P3 ∈ Z, (5.17)

where P3 is non-Abelian third Chern-Simons form

P3 =

∫
BZ

d3k

8π2
tr

(
⃗̂
A
k⃗
· ∇⃗ × ⃗̂

A
k⃗
+

2i

3

⃗̂
A
k⃗
· ⃗̂A

k⃗
× ⃗̂
A
k⃗

)
, (5.18)

with (
⃗̂
A
k⃗
)nm = i⟨u

k⃗n
|∇
k⃗
|u
k⃗m
⟩. To prove the relation (5.17), we note that

under a gauge transformation U
k⃗
, the non-Abelian third Chern-Simons form

transforms in the following way [8]

P3 7→ P̃3 +W3[Uk⃗]. (5.19)

In the basis of orbitals of the unit cell {|1⟩, ..., |N⟩}, the non-Abelian third
Chern-Simons form vanishes, P̃3 = 0. If we apply a gauge transformation U

k⃗
,

the new basis corresponds to the Bloch eigenvectors {|u
k⃗1
⟩, ..., |u

k⃗N
⟩}. In this

new basis, by the gauge transformation law (5.19), we have that the non-Abelian
third Chern-Simons form satisfies P3 = W3[Uk⃗], proving the relation (5.17)
using Eq. (5.16).

The above topological invariant differs from the tenfold-way topological
invariants, which vanish when summed over all the bands. Furthermore, for
tenfold-way classification, the non-Abelian third Chern-Simons form (5.18) has
an integer ambiguity which is removed by requiring N band gaps to stay open,
or equivalently, requiring |u

k⃗n
⟩ to be continuous over the BZ for all n.

The obtained topological invariant (5.17) has a physical meaning of the
isotropic magnetoelectric polarizability coefficient α of all the bulk bands
combined [93, 101]. The magnetoelectric polarizability coefficient is a tensor
quantity, which has two contributions: [93] a topological (isotropic) contribution
is given by non-Abelian Chern-Simons form (5.18) which is equal to NHopf
by virtue of Eq. (5.17), and a non-topological contribution which vanishes in
the absence of unoccupied bands. Unlike the tenfold-way topological invariants
which can be assigned to each band (or group of bands) separately, the above
topological invariant can only be assigned to the whole band structure. Indeed,
we can express the isotropic magnetoelectric polarizability coefficient α as

NHopf = α =
N∑
n=1

αn, (5.20)

where αn is the isotropic component of the magnetoelectric polarizability
tensor for the nth band. There are two contributions [93] to the magnetoelectric
polarizability coefficient αn = αtop

n +αnontop
n , where the topological piece αtop

n

is expressed via the Abelian third Chern-Simons form (5.2) that involves only
Bloch eigenvector of the nth band

αtop
n = Pn3 , (5.21)

while for the non-topological piece αnontop
n , the knowledge of the whole band

structure is required [93]. We note that, generally, a non-quantized value of∑N
n=1 α

top
n (

∑N
n=1 α

nontop
n ) cannot change upon a deformation of the Hamil-

tonian that maintains all N − 1 gaps.
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5.4 bulk-boundary correspondence

To formulate bulk-boundary correspondence for N-band Hopf insulator, we
consider slab geometry with arbitrary termination along y-direction described by
the NNy ×NNy slab Hamiltonian hkxkz . We assume that all weak topological
invariants (Chern numbers) vanish, hence, there exist continuous bulk Bloch
eigenfunctions |ψ

k⃗n
⟩, n = 1, . . . , N , of the Hamiltonian hkxkz . In other words,

each bulk band can be separately “Wannierized”: the many-body wavefunction
of the fully occupied nth band can be obtained by occupying exponentially
localized single-electron bulk Wannier functions (WFs) |w

R⃗n
⟩. The bulk WFs

are obtained from continuous Bloch eigenfunctions

|w
R⃗n
⟩ =

1√
NxNyNz

∑
k⃗

ei⃗k·R⃗|ψ
k⃗n
⟩. (5.22)

For a slab terminated in y-direction, we use hybrid bulk WFs

|wkxRykzn⟩ =
1

√
NxNz

∑
Rx,Rz

e−i(kxRx+kzRz)|w
R⃗n
⟩. (5.23)

The goal is to divide the slab into the three subsystems: the two surfaces and
the bulk, the latter being defined by the choice of the bulk WFs, see Fig. 5.3.
Using the above WFs we perform a Wannier cut [102] on all the bands 5 to
obtain the projector PLkxkz onto the two surfaces by removing the hybrid bulk
WFs from the middle of the slab

PLkxkz (x⃗
′, x⃗) =δx⃗′x⃗ −

n=N
Ry=L∑
n=1

Ry=−L

wkxRykzn(x⃗
′)∗wkxRykzn(x⃗), (5.24)

which, for large enough integers Ny, L with Ny ≫ (Ny − 2L) and 2L < Ny,
defines the projector onto the upper surface

Psurf
kxkz

(x⃗′, x⃗) ≡PLkxkz (x⃗
′, x⃗)θ(y)θ(y′), (5.25)

where x⃗ = (x, y, z) indexes the orbitals of the slab supercell, θ(y) is the Heaviside
theta function, and we assume that the y = 0 plane passes through the middle of
the slab. The integer L should be chosen as large as possible while requiring that
in the region where the bulk WFs |wkxLkzn⟩ have support, the Hamiltonian
hkxkz is bulk-like. For the slab’s width much larger than the WFs’ size, the
operator Psurf

kxkz
is a projector. In fact, thanks to exponential localization of the

bulk WFs, (Psurf
kxkz

)2 − Psurf
kxkz

converges exponentially to 0 as the slab’s width
is increased. Hence, the first Chern number of Psurf

kxkz
, denoted by Chsurf, reads

Chsurf =i

∫
BZ

dkxdkz
2π

Tr
(
Psurf
kxkz

[∂kxP
surf
kxkz

, ∂kzP
surf
kxkz

]
)
. (5.26)

The bulk-boundary correspondence states

Chsurf = −NHopf. (5.27)

5 Since the Wannier cut is performed on all the bands, unlike in [102], no condition on the
crystal’s termination needs to be imposed, i.e., a metallic termination is allowed.
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The above correspondence can be proved by noticing that Chsurf cannot be
changed by surface decorations since their first Chern number summed over
all the bands vanishes. In the previous section we proved that NHopf is the
unique bulk topological invariant of the N -band Hopf insulator, it follows that
Chsurf can be expressed in terms of NHopf. Hence, to prove the relation (5.27)
it is sufficient to show that it holds for the generators of the N-band Hopf
insulator, see Sec. 5.6. We note that compared to tenfold-way classification,
where the topological classification group structure is given by the direct sum of
two Hamiltonians, the group structure of the classification of the N -band Hopf
insulator is obtained by concatenation of the BZs of the two band structures.
Hence, whereas for tenfold-way topological phases there is a single generator for
the classification group Z, for the N -band Hopf insulator there is one generator
for each N . Alternatively, the relation (5.27) follows from Eq. (5.17) and “Surface
theorem for axion coupling” of [103]. The correspondence (5.27), for N = 2, is
a generalization of recently discussed bulk-boundary correspondence for the
Hopf insulator [49, 104].

Figure 5.3: The Hilbert space, spanned by the orbitals of the slab’s supercell, is
divided at each (kx, kz)-point into the three mutually orthogonal sub-
spaces corresponding to the bulk and the two surfaces. The bulk hybrid
WFs |wkxRykzn⟩ are continuous in the (kx, kz)-space. On the other
hand, for a non-trivial N-band Hopf insulator, there is an obstruction
in finding continuous surface WFs |wsurf

kxRykzn⟩.

The above procedure divides a finite sample of the N-band Hopf insulator
into bulk and surface subsystems. It is important to note that such division is
not unique. Choosing different bulk WFs or different assignment of the bulk
WFs to their home unit cell yields different bulk and surface subsystems.6
Despite this non-uniqueness, a finite sample of the N -band Hopf insulator can
be seen to consist of the bulk, with isotropic magnetoelectric polarizability
coefficient [93] being quantized to α = NHopf, “wrapped” into a sheet of a Chern
insulator with the total Chern number being equal to −NHopf, see Fig. 5.2.
(To define the Chern number one considers torus geometry of the boundary.)
Clearly, such a “wrapping paper” cannot exist as a standalone object since the
total Chern number (of all the bands) of a two-dimensional system needs to
vanish.

Recently [51], the concept of multicellularity for band insulators was discussed.
A band insulator is said to be multicellular if it can be Wannierized and if
it is not possible to deform the band structure such that all the bulk WFs
are localized within a single unit cell. The examples of multicellular band

6 A direct consequence of this non-uniqueness is inability to uniquely define edge polarization
and quadrupole moment of two-dimensional insulators [102, 105]
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structures include the N = 2 Hopf insulator and certain insulators constrained
by crystalline symmetries. The bulk-boundary correspondence (5.27) implies
that the N-band Hopf insulator is a multicellular phase: if all the bulk WFs
are to be localized within a single unit cell, the resulting projector onto the
upper surface (5.25) would be (kx, kz)-independent and the surface Chern
number (5.26) would vanish.

If a finite N-band Hopf insulator, fully filled with electrons, is placed into
an external magnetic field, the bulk gets polarized due to the isotropic mag-
netoelectric effect, P⃗ = αB⃗ = NHopfB⃗. This polarization does not result in
an excess charge density at the boundary, because the excess charge is com-
pensated by the surface Chern insulator, which is a direct consequence of the
Streda formula [106] when applied to the surface subsystem. Hence, we see
that the two quantized effects, one in the bulk and the other on the boundary,
mutually cancel. It is easy to understand this cancellation by noticing that
the many-body wavefunction of a fully occupied slab is independent of the
Hamiltonian. Therefore, the fully occupied slab exhibits no magnetoelectric ef-
fect, implying that the bulk and the boundary magnetoelectric effects mutually
cancel. In order to measure a quantized effect, one needs to drive the system
into a non-equilibrium state where either the boundary or the bulk subsystem
are fully filled with electrons, but not both.

5.5 orbital magnetization

Every three-dimensional Bloch Hamiltonian h
k⃗

of a band insulator defines a
periodic adiabatic pump of a two-dimensional band structure, and vice versa.
The substitution kz → 2πt/T gives the Hamiltonian of the two-dimensional
adiabatic pump hkxkyt corresponding to the three-dimensional Hamiltonian
h
k⃗
. As we discuss below, this viewpoint sheds light on the link between the

N-band Hopf insulators, introduced in this chapter, and the recently studied
anomalous Floquet insulator [54].

We start by applying the bulk-boundary correspondence (5.27) to the N-
band Hopf pump hkxkyt. Consider a ribbon hribb

kxt
consisting of Ny unit cells in

y-direction. Similar to Eq. (5.25), we divide the ribbon-supercell Hilbert space
into the two edge and the bulk subspaces

INNy×NNy = Pedge
kxt

+ Pbulk
kxt

+ Pedge′
kxt

, (5.28)

where the right-hand side is the sum of three mutually orthogonal projectors.
Importantly, the Pbulk

kxt
projects onto the space spanned by the bulk hybrid WFs

|wkxRytn⟩ with Ry ∈ [−L,L], and the spaces onto which Pedge
kxt

and Pedge′
kxt

project do not contain the orbitals from the middle of the ribbon. This way,
at each (kx, t)-point the ribbon is divided into the bulk and the two edge
subsystems, see Fig. 5.4. The WFs in the bulk subsystem can be chosen to be
periodic,

|wkxRyTn⟩ = |wkxRy0n⟩, (5.29)

i.e., the bulk WFs return to their initial state after one period. On the other
hand, from the bulk-boundary correspondence (5.27), it follows that the upper
edge Pedge

kxt
has non-zero Chern number equal to NHopf. As a consequence, the
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edge WF |wedge
kxRy0m

⟩ is shifted to |wedge
kxRy+NHopf;Tm

⟩ for some m ∈ [1, N ]. 7

The edge subsystem acts as a Thouless pump even after considering all the
bands—such a situation cannot occur for a standalone one-dimensional system.

Figure 5.4: The adiabatic process of a ribbon corresponding to N-band Hopf pump.
The ribbon’s supercell is divided into the three regions, where the middle
(gray) region is spanned by the bulk WFs. Whereas the bulk WFs perform
periodic motion, some WFs of the edge subsystems get shifted to the
left or right.

Let us consider a fully occupied ribbon. From the relation (5.17) and the
results of [107], we have that the bulk subsystem has (geometric) orbital
magnetization equal to eNHopf/T . To see this, we consider all contributions to
orbital magnetization [107, 108]

m = mpers + mtop + mnon-top, (5.30)

where the last two terms are the topological and non-topological contribution
to the geometric orbital magnetization, and the first term represents the contri-
bution from persistent currents that may exist in the absence of adiabatic drive.
Using the relation mtopT = P3, we conclude that the topological contribution
to orbital magnetization is quantized and equal to NHopf/T , see Eq. (5.17).
On the other hand, mnon-top = 0 when all the bands are occupied. Finally, the
contribution from persistent currents has to vanish for a fully filled system: such
contribution is given by the change of the total energy Etot of the system induced
by external magnetic field B perpendicular to the system, mpers = − ∂Etot

∂B
.

It follows that mpers vanishes because Etot = Tr(HB) = Tr(HB=0), since the
external magnetic field only enters in non-diagonal components (in the position
basis) of the Hamiltonian. Therefore, we conclude that the orbital magnetiza-
tion is quantized and given by the Hopf invariant. The orbital magnetization
gives rise to an edge current that exactly cancels the current pumped by the
edge subsystem. Hence, the bulk and the boundary anomalies mutually cancel
similar to the three-dimensional case discussed at the end of the previous
Section.

In order to observe the quantized orbital magnetization, we need to prepare
the ribbon at time t = 0 such that only the regions close to the edges are fully
filled with electrons. To achieve such an initial state, we start from the fully
filled band structure illustrated Fig. 5.5(a), and apply a gate voltage, such
that in equilibrium, the states in the middle of the ribbon are emptied, as
illustrated in Fig. 5.5(b). After the gate voltage is switched-off, the desired
initial non-equilibrium state is obtained, as shown on Fig. 5.5(c). Such an initial

7 The more precise statement is that the total shift from all the edge bands is NHopf, i.e.,
the shift does not need to be carried by a single band.
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Figure 5.5: (a) Energy bands of a ribbon, finite in y-direction, as a function of
y-coordinate, where all the states are fully filled with electrons. (b)
After applying a gate voltage an equilibrium state is reached where the
electrons from the middle of the ribbon are empty (i.e., they move to the
drain gate). (c) After switching-off the gate voltage, a non-equilibrium
state is obtained with the states close to the edges filled.

state will generally diffuse under the time evolution and eventually electrons
leak into the bulk, in which case, as discussed above, no quantization of the
orbital magnetization is expected. 8 Hence, the quantized (geometric) orbital
magnetization can be measured in the transient state where the filled regions
are separated by an empty bulk. The flat band limit, see Sec. 5.6, is a special
case where the diffusion coefficient is fine-tuned to zero.

The above conclusions parallel the discussion of the so-called anomalous
Floquet insulator (AFI) [54]. This is not a coincidence, since in Sec. 5.6, we show
that the N -band Hopf pump can, at the same timem be an AFI, although not
every AFI is a N -band Hopf insulator nor vice-versa. One important difference
between Floquet insulator and N-band Hopf pump is that the latter is not
stable against translation-symmetry-breaking perturbations. Indeed, as we
discuss in Appendix a.2, doubling of the unit cell violates the condition of
having a single band between the two neighbouring band gaps.

5.6 examples

Below, we first consider the three-dimensional Moore-Ran-Wen model [50]
(N = 2 band Hopf insulator), that we use to illustrate the bulk-boundary
correspondence of Sec. 5.4, which generalizes the approach of [49]. Furthermore,
two two-dimensional examples corresponding to periodic adiabatic processes
are considered, which clarify the relation between the N-band Hopf insulator
and the AFI.

moore-ran-wen model of hopf insulator Here we present an
example of a 2-band three-dimensional Hopf insulator, the Moore-Ran-Wen
model. The Bloch Hamiltonian is defined as [50]

hkxkykz = v⃗ · σ⃗, (5.31)

with vi = z⃗†σiz⃗, where z⃗ = (z1, z2)T , with z1 = sin(kx) + i sin(ky) and
z2 = sin(kz) + i[cos(kx) + cos(ky) + cos(kz) − 3

2
]. The above model (5.31)

has NHopf = 1. In the following we apply the procedure described in Sec. 5.4
to obtain the surface Chern number (5.26) for a three-dimensional lattice

8 Such “leakage” occurs also for time-independent band insulators”” [105]
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Figure 5.6: (a) The charge density |w(0,0,0)1(x⃗)|2 of the Wannier function |w(0,0,0)1⟩
localized at the center of the lattice, for Ny = 11, Nx = Nz = 5. (b)
The absolute value of the matrix elements of the projector in Eq. (5.24),
|PL

kxkz
(x⃗, x⃗′)|, for Ny = 31 with cutoff L = 8. (c) The surface polariza-

tion along x-direction P surf
kz

for kz between 0 and 2π for Ny = 31 with
cutoff L = 8.

with Nx ×Ny ×Nz unit cells. The two normalized eigenvectors of the Bloch
Hamiltonian (5.31) are

|u
k⃗1
⟩ = |z⃗|−1(z1, z2)

T ,

|u
k⃗2
⟩ = |z⃗|−1(z∗2 ,−z∗1 )T , (5.32)

which are continuous functions of k⃗. We extend these two Bloch eigenvectors
to the whole lattice by defining ψ

k⃗n
(x⃗) = e−i⃗k·x⃗u

k⃗n
(x⃗).

The WFs |w(0,0,0)n⟩, n = 1, 2, with the home unit cell at R⃗ = (0, 0, 0) are
given by Eq. (5.22) and shown in Fig. 5.6(a). For arbitrary R⃗ = (x, y, z)T , the
WFs are obtained from the components w(0,0,0)n(x⃗) of |w(0,0,0)n⟩

w
R⃗n

(x⃗) = w(0,0,0)n(x⃗− R⃗). (5.33)

We use the above choice of the bulk WFs to define the bulk subsystem. To
this end, we perform the Fourier transform in x- and y-directions to obtain the
hybrid bulk WFs |wkxRykzn⟩. Considering only the components wkxRykzn(x⃗)
of the hybrid bulk WFs with x⃗ in a supercell, we obtain the 2Ny×2Ny projector
|wkxRykzn⟩⟨wkxRykzn|. From Eq. (5.24) we compute the projector PLkxkz onto
the two surfaces. As shown in Fig. 5.6(b), after removing the hybrid bulk WFs
assigned to the units cells at Ry ∈ [−8, 8], the two surfaces do not overlap and
Psurf
kxkz

is obtained from the upper-left block of the matrix PLkxkz . The surface
Chern number can be obtained from the kz-dependent surface polarization of
all the bands

P surf
kz

= −
i

2π
ln det′

∏
kx

Psurf
kxkz

, (5.34)
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(b)(a)

Figure 5.7: Two different adiabatic processes. The full and empty dots denote |R⃗1⟩
and |R⃗2⟩ orbitals. If the orbital |R⃗1⟩ is occupied, the electron is adia-
batically transferred (red arrow) to the orbital |R⃗2⟩, see Eq. (5.35). At
the end of such process the orbital |R⃗1⟩ is empty while the orbital |R⃗2⟩
is occupied. The very same adiabatic process (a) transfers the electron
from the orbital |R⃗2⟩ to the orbital |R⃗1⟩ as indicated by blue arrow. The
second adiabatic process corresponds to an incompete transfer between
the two orbitals (b). In that case the final occupied states is superposi-
tion orbitals |R⃗1⟩ and |R⃗2⟩.

where det′(X) denotes the product of the non-zero eigenvalues of the matrix X.
The surface Chern number Chsurf implies that the surface polarization P surf

kz
is

not continuous as functions of kz but jumps by Chsurf. The winding of P surf
kz

is shown in Fig. 5.6(c), where the surface polarization winds once, implying
that Chsurf = −1.

two-dimensional hopf pumps Here we present examples of N = 2 and
N = 3 Hopf pumps. The adiabatic evolution hkxkyt is piecewise defined, where
each time-segment describes an adiabatic transfer of an electron between two
selected orbitals of the two-dimensional square lattice.

The models considered in this subsection are most easily specified pictorially.
In Fig. 5.7 we consider adiabatic process in a system with 2-sites per unit
cell. At t = 0, the orbitals |R⃗1⟩ (black dots) have negative energy whereas the
orbitals |R⃗2⟩ (empty dots) have positive energy (see Fig. 5.7). We consider the
following “building-block” adiabatic process

ht = Be−iσ2πt/T σ3e
iσ2πt/T , (5.35)

where the Pauli matrices act in the space spanned by the two orbitals. For
the initial state |R⃗1⟩, the adiabatic process is depicted in Fig. 5.7(a) by the
red arrow. The evolution of the excited state |R⃗2⟩ is shown in Fig. 5.7(a) with
the blue arrow. Lastly, one can stop the above adiabatic process at times
t < T , in which case the charge transfer between the sites |R⃗1⟩ and |R⃗2⟩ is
incomplete. The final state is then a superposition of |R⃗1⟩ and |R⃗2⟩, as shown
in Fig 5.7(b). The pictorial representation of the adiabatic process consists of
oriented line segments. The start (end) point of a line segment corresponds
to the initial (final) state. Below we consider the adiabatic processes where
the end points of the line segments lie either on the lattice sites or on the line
segment connecting the two neighbouring lattice sites. In the latter case, the
initial (final) state is the superposition of the two orbitals located at these
two neighbouring sites. In the following, the number of arrows enumerates the
time-segments, for example, “→” describes the first segment, “↠” the second
etc. The two examples that follow consider translationally invariant systems,
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(a) (b)

Figure 5.8: Two level periodic drive made of 4 steps of equal duration. Panel (a)
shows adiabatic evolution for the initial states |1⟩. The same as the
panel (a) for the initial state |2⟩ (b).

hence the adiabatic process (5.35) is extended in a translationally-symmetric
manner to the whole two-dimensional lattice.

N = 2 band hopf pump Here, we consider a periodically driven system
with two states per unit cell, labeled by {|R⃗1⟩, |R⃗2⟩}, where the vector R⃗
belongs to the square two-dimensional lattice. The driving protocol is of period
T and is made of 4 steps of equal duration T

4
, see Fig. 5.8. At each of those

steps, the Hamiltonian reads

hkxkyt = U
†
kxkyt

e−2πiσ2t/TBσ3e
2πiσ2t/TUkxkyt, (5.36)

with

Ukxkyt =



σ0 t ∈ [0, T
4
),

diag(1, e−iky ) t ∈ [T
4
, T
2
),

diag(eikx , 1) t ∈ [T
2
, 3T

4
),

diag(1, e−i(kx−ky)) t ∈ [ 3T
4
, T ),

(5.37)

where the Pauli matrices σi act on the space spanned by the two orbitals in
the unit cell. This two-band Hamiltonian can equivalently be written as the
Hamiltonian of a spin in a time- and momentum-dependent magnetic field,
hkxkyt = B⃗kxkyt · σ⃗. Therefore, the unitary transformation in Eq. (5.1) is given
by

Ukxkyt = e
−2πin⃗kxkyt·σ⃗t/T , (5.38)

where n̂kxkyt is the unit vector along the B⃗kxkyt × êz vector. The straightfor-
ward calculation gives

NHopf =W3[e
−2πin⃗kxkyt·σ⃗t/T ] = 1. (5.39)

In other words, the adiabatic process (5.36) is non-trivial N = 2 Hopf pump.
Using the Bloch eigenvectors

|ukxkytn⟩ = Ukxkyt|n⟩, (5.40)

with n = 1, 2, we find that the Berry connection An
k⃗t

= Ant depends only on
time and the Chern-Simons 3-form is given by the area enclosed by the electron

Pn3 =
1

2

∫ T

0
dtA⃗nt × ∂tA⃗nt =

1

2
. (5.41)
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Figure 5.9: The spectrum ξ
k⃗

of the 1-cycle unitary operator UF
kxkyT defined in

Eq. (5.42) for different values of BT . (a) BT = 3. (b) BT = 5, around
which the quasienergy gap closes. (c) BT = 9, after reopening of the
quasienergy gap.

Therefore the two Chern-Simons 3-forms sum up to 1, confirming the validity
of the relation (5.6).

We now show that the time-dependent Hamiltonian (5.36) is at the same time
an AFI. The time-evolution unitary UF

kxkyt
during each of the four segments is

readily obtained as

UF
kxkyt

=e
−2πin̂kxkyt·σ⃗(t−t0)/T e−i(BTσ3−2πn̂kxkyt·σ⃗)(t−t0)/T . (5.42)

In the adiabatic limit, BT ≫ 1, the solution simplifies to

UF
kxkyt

= e
−2πin̂kxkyt·σ⃗(t−t0)/T e−iBσ3(t−t0). (5.43)

As expected [109], the unitary UF
kxkyt

differs from the one in Eq. (5.38) only

by a dynamical phase. Since in the adiabatic limit, UF
kxkyT

= e−iBTσ3 , we
conclude that the model (5.36) corresponds to Floquet insulator, which remains
to hold as long as BT ∼ 5, see Fig. 5.9. Choosing BT to be integer multiple of
2π, the relation UF

kxkyT
= σ0 holds, and we find that

W3[U
F
kxkyt

] = NHopf = 1, (5.44)

i.e., the time-dependent Hamiltonian (5.36) describes anomalous Floquet in-
sulator when BT ∼ 5. See Appendix a.1 for details on the computation of
W3[UF

kxkyt
].

Lastly, we want to verify the bulk-boundary correspondence (5.27), by com-
puting explicitly the edge Chern number (5.26). We impose open boundary
conditions in the y-direction, and for concreteness take 4 layers in this direction,
which defines the ribbon supercell of 8 orbitals |n⟩, n = 1, . . . , 8; see Fig. 5.10.
We note that we can consider such a narrow ribbon because in this model the
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WFs are highly localized. The WFs |wRxRytn⟩ take the following form in the
bulk

|wRxRyt1⟩ =



cos(t0)|R⃗1⟩ − sin(t0)|R⃗2⟩,

− cos(t 1
4
)|R⃗2⟩ − sin(t 1

4
)|R⃗+ a⃗y1⟩,

− cos(t 1
2
)|R⃗+ a⃗y1⟩+ sin(t 1

2
)|R⃗+ a⃗y − a⃗x2⟩,

cos(t 3
4
)|R⃗a⃗y − a⃗x2⟩+ sin(t 3

4
)|R⃗1⟩,

(5.45)

|wRxRyt2⟩ =



cos(t0)|R⃗2⟩+ sin(t0)|R⃗1⟩,

cos(t 1
4
)|R⃗1⟩ − sin(t 1

4
)|R⃗− a⃗y2⟩,

− cos(t 1
2
)|R⃗− a⃗y2⟩ − sin(t 1

2
)|R⃗− a⃗y + a⃗x1⟩,

− cos(t 3
4
)|R⃗− a⃗y + a⃗x1⟩+ sin(t 3

4
)|R⃗2⟩,

(5.46)

where we used the notation tn = 2π
T
(t− nT ) and the four expressions for the

bulk WFs correspond to the four time-segments as in Eq. (5.37). The Fourier
transform along the x-direction gives the hybrid bulk WFs |wkxRytn⟩, that
are used to compute the edge projector Pedge

kxt
given in Eq. (5.25). We perform

a Wannier cut by removing four bulk WFs from the middle of the ribbon,
followed by projecting onto the upper half of the ribbon supercell. The only
nonzero contributions to the edge Chern number come from the time-segments
t ∈ [T

2
, T ). For t ∈ [T

2
, 3T

4
), Pedge

kxt
= diag(A,A), with

A =

 sin(t 1
2
)2 e−ikx cos(t 1

2
) sin(t 1

2
)

eikx cos(t 1
2
) sin(t 1

2
) cos(t 1

2
)2

 , (5.47)

where the basis {|1⟩, |2⟩, |3⟩, |4⟩} has been used to write Pedge
kxt

. In this case, we
obtain that

Tr
(
Pedge
kxt

[∂kxP
edge
kxt

, ∂tPedge
kxt

]
)
=

4πi

T
sin

(
4πt

T

)
. (5.48)

Similarly, for t ∈ [ 3T
4
, T ),

Pedge
kxt

=


1 0 0 0

0 sin(t 3
4
)2 −eikx cos(t 3

4
) sin( 3

4
) 0

0 −e−ikx cos(t 3
4
) sin(t 3

4
) cos(t 3

4
)2 0

0 0 0 0

 , (5.49)

we obtain that Tr
(
Pedge
kxt

[∂kxP
edge
kxt

, ∂tPedge
kxt

]
)
= 2πi

T
sin
(
4πt
T

)
. Therefore Chedge =

−1, confirming the bulk-boundary correspondence (5.27).
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(a) (b)

Figure 5.10: (a) Adiabatic time evolution of the upper edge subsystem Pedge
kxt . (b)

The same as panel (a) for the lower edge subsystem Pedge’
kxt (b). The

orbital of the ribbon supercell are labeled by |n⟩, n = 1, . . . , 8 as shown
in panel (a).

Figure 5.11: Three level periodic drive made of 6 steps of equal duration. At the
first and fourth stages, we consider an incomplete rotation between
the orbitals |R⃗1⟩ and |(R⃗ + a⃗x)3⟩, such that the area enclosed by
the trajectory of the third orbital is zero. This is controlled by the
parameter δ ∈ [0, 1).

N = 3 band hopf pump In this example, we consider a N = 3 band
model that is obtained from the N = 2 band model, introduced in the previous
subsection, after adding an additional orbital in the unit cell. Furthermore,
we introduce a parameter δ in the model, such that δ = 0 corresponds to the
previously discussed N = 2 Hopf insulator with the additional orbital not being
involved in the adiabatic process. This way, for δ = 0 we have P 1

3 = P 2
3 = 1

2
,

while P 3
3 = 0. For δ ̸= 0 the model is chosen to have the property P 1

3 ̸= P 2
3

(and P 3
3 = 0), as we discuss below.

We consider a driven model with three sites per unit cell, labeled by
{|R⃗1⟩, |R⃗2⟩, |R⃗3⟩}. The driving protocol has the period T and is made of
6 time segments of equal duration T

6
, which are illustrated in Fig. 5.11.

The eigenvalues of the Hamiltonian hkxkyt are chosen to be time-independent
and take the values 1, 2, 3

hkxkyt =
3∑

n=1

n|ukxkytn⟩⟨ukxkytn|, (5.50)
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where the Bloch eigenvectors |ukxkytn⟩ can be read off from Fig. 5.11 and are
explicitly given in Appendix a.3. At each of the six time segments, the adiabatic
process involves only two orbitals. For example, during the first segment, see
Fig. 5.11, the orbitals involved are |R⃗1⟩ and |(R⃗+ a⃗x)3⟩, where the final state
is a δ-dependent superposition of these two states. Explicit calculation gives

P 1
3 = 1

2

(
1− sin2

(
π
2
δ
))
≤ 1

2
,

P 2
3 = 1

2

(
1 + sin2

(
π
2
δ
))
≥ 1

2
,

P 3
3 = 0.

(5.51)

The contributions P 1
3 and P 2

3 are not anymore quantized and equal if δ ̸= 0.
However the sum turns out to be quantized and equal to 1, just like in the
previous example. The winding number can be computed along the same
lines as in the previous section, and is given by NHopf = W

[
U
k⃗t

]
= 1. Since

NHopf =
∑N
n=1 P

n
3 holds, we conclude that the non-topological orbital magne-

tization [107]
∑N
n=1m

nontop
n vanishes for this example.





6TOPOLOGICALLY LOCAL IZED INSULATORS

6.1 introduction

In this chapter, we introduce a new notion of topology that applies to fully
localized insulators, i.e., Anderson insulator at all fillings, in contrast to tenfold-
way topological phases which are required to be insulating only at one particular
filling. In particular, we consider three-dimensional systems without time-
reversal symmetry and find topologically distinct fully localized insulators that
can be labelled by integers. The phase transition can occur only if the system
becomes conducting at some filling, i.e., a delocalized state appears in the bulk
spectrum. We refer to these topologically non-trivial phases as topologically
localized insulators (TLIs). We show that, although all the bulk states of a TLI
are exponentially localized, there is an obstruction to localizing them all the
way down to an atomic limit. Importantly, electronic states with support close
to the boundary carry quantized Hall conductance which can be measured in
the Corbino geometry via flux insertion. Note that, for the slab geometry in
Fig. 6.1(a), the boundary consists of two disjoint planes with normals ±êz ,
and the Hall conductances of these two planes are quantized to the opposite
value due to their opposite orientation. Furthermore, at each of these planes,
topologically protected delocalized states [39] emerge and remain so under an
arbitrarily strong disorder at the boundary, see Fig. 6.1(b)–(c). We conclude
that the boundary of a TLI is anomalous since it cannot be realized as a
two-dimensional system: a disordered two-dimensional Chern insulator can
host delocalized bulk states only up to disorder strengths that do not close its
mobility gap [42].

6.2 a concrete model of a tli

We construct a TLI by stacking two-dimensional layers in z-direction. We
divide the Hilbert space spanned by electronic orbitals of a single layer into
the blue and the orange subspaces, see Fig. 6.2(a). We require that for the
blue (orange) subspace filled with electrons, the layer has Hall conductance
σxy = e2/h (σxy = −e2/h). Hence, not all blue (orange) orbitals in Fig. 6.2(a)
can be exponentially localized. On the other hand, if we couple the blue orbitals
from the layer z to the orange orbitals from the layer z + 1, the hybridized
orbitals can be all exponentially localized, as in the case of eigenstates of the
following tight-binding model of a TLI

H =
∑

R⃗α,R⃗′α′
tR⃗

′α′
R⃗α
|R⃗α⟩⟨R⃗′α′|, (6.1)

with the hopping amplitudes and onsite potentials (for R⃗ = R⃗′) expressed as

tR⃗
′α′

R⃗α
=
∑
R⃗′′α′′

W
R⃗′′α′′C

R⃗′′α′′
R⃗α

(CR⃗
′′α′′

R⃗′α′ )∗. (6.2)

59
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Strong TI TLI
Bulk Obstruction to full localization Fully localized

Boundary Delocalized Obstruction to full localization

1

(a) (b)

(c)

z
y

x 1 Nz

z

E

Ec(êz)

Ec(−êz)

Figure 6.1: (a) TLI with NTLI = 1 for open boundary conditions along z-direction
only: all the bulk states are localized by disorder, while the two boundary
surfaces (orange and blue) host delocalized states and have opposite
quantized Hall conductance. (b) The energies Ec(±êz) of delocalized
states are not constrained by the bulk. (c) Comparison between TLIs
and strong TIs. (A TI is called strong if its existence does not rely on
translational symmetry.)

The atomic orbitals of the above stack of layers are denoted by |R⃗α⟩, with
α ∈ {1, 2} an orbital degree of freedom and R⃗ a three-dimensional cubic lattice
vector. W

R⃗α
are independent, uniformly distributed in [−W,W ], random real

numbers. The coefficients CR⃗α
R⃗′α′ are defined through the lattice vector basis

expansion of the wavefunctions

|w
R⃗α
⟩ ≡ P−

z |R⃗α⟩+ P
+
z+1|(R⃗+ êz)α⟩, (6.3)

i.e., |w
R⃗α
⟩ =

∑
R⃗′α′ C

R⃗α
R⃗′α′ |R⃗

′α′⟩, where P+
z (P−

z ) is the projector onto the

blue (orange) subspace of the layer z. Such P+
z and P−

z can be obtained as the
projectors on the occupied and empty bands of a two-band (disorder-free) Chern
insulator defined on layer z. It is crucial to note that |w

R⃗α
⟩ are exponentially

localized, and orthonormal ⟨w
R⃗′α′ |wR⃗α⟩ = δ

R⃗R⃗′δαα′ , leading to exponentially

decaying matrix elements tR⃗
′α′

R⃗α
, see Fig. 6.2(b). The exponential localization

of |w
R⃗α
⟩ follows from that of P±

z |R⃗α⟩ [110], whereas orthonormality can be
satisfied only for the Hilbert space onto which (P−

z + P+
z+1) projects. The

states |w
R⃗α
⟩ form a complete set of localized eigenstates of H under periodic

boundary conditions (PBC).
From the above construction it is evident that for a z-terminated crystal,

there are unpaired blue (orange) orbitals on the layer z = 1 (z = Nz) which,
when filled with electrons, give quantized Hall conductance σxy = e2/h (σxy =
−e2/h), see Fig. 6.1. Additionally, if a magnetic flux quantum Φ0 = h/e
is threaded through the layers, the blue subspace of each layer expands to
accommodate one more electron while the orange subspace shrinks by the same
amount — this statement is know as Streda’s theorem [106]. Hence, if the bulk
is fully filled with electrons, the applied flux Φ0 transfers one electron from
layer z to layer z + 1 resulting in the bulk polarization Pz ∼ 1. Accordingly,
the corresponding component of the bulk magnetoelectric polarizability tensor
is quantized, (αME)zz = 1.
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(a) (b)

1 Nz

z
x

y

ln |t~R1
~01

|

Figure 6.2: (a) TLI construction from stack of two-dimensional layers in z-direction.
The Hilbert space of each layer is divided into two subspaces spanned
by blue and orange orbitals: occupying only blue (orange) orbitals with
electrons results in quantized Hall conductance of the layer σ12 = e2/h
(σ12 = −e2/h). The blue (orange) orbitals cannot all have exponential
localization; Exponential localization is obtained by hybridizing differ-
ently colored orbitals from neighbouring layers. (b) Distance dependence
of the hopping elements ln |tR⃗1

0⃗1
| of the TLI with R⃗ = (x, y, 0) for the

system size Nx = Ny = 31, where tR⃗1
0⃗1

is defined below Eq. (6.1). We ob-

serve an exponential decay of the hopping elements tR⃗1
0⃗1

in all directions.

The construction presented above resembles pictorially the construction of
both one-dimensional dimerized Su-Schrieffer-Heeger model [111] and Kitaev
chain; Despite this similarity, we find the obtained phase to be truly three-
dimensional: the quantized surface Hall conductance takes the same value for
every orientation of the boundary as we demonstrate numerically further below.
Furthermore, the bulk magnetoelectric polarizability tensor is found to be
isotropic αME ≡ (αME)ii = 1. This statement is further corroborated by the
existence of a truly three-dimensional bulk topological invariant.

6.3 bulk and boundary invariants

We now define the topological invariants associated to the TLI phase for the bulk
and the surface. For a bulk Hamiltonian H, with all eigenstates exponentially
localized, the unitary U that diagonalizes H can be chosen such that its matrix
elements are exponentially localized in the basis |R⃗α⟩

⟨R⃗′α′|U |R⃗α⟩ ∼ e−γ|R⃗−R⃗′|, (6.4)

for some positive constant γ. More concretely, we define U as mapping localized
eigenstates |ψn⟩ of H onto atomic orbitals |R⃗α⟩, i.e., U |R⃗α⟩ = |ψ

n(R⃗,α)
⟩, such

that condition (6.4) is satisfied. The assignment defined by n(R⃗, α) is not
unique 1. The bulk integer invariant can be expressed as the third winding
number of the unitary U 2. We recall that for translationally invariant unitaries
U =

⊕
k⃗
U
k⃗
, in the thermodynamic limit, the third winding number is defined

ν[U
k⃗
] =

∫
BZ

d3k

8π2
Tr
(
U†
k⃗
∂kxUk⃗

[
U†
k⃗
∂kyUk⃗, U

†
k⃗
∂kzUk⃗

])
, (6.5)

1 U(1) gauge freedom and non-uniqueness of n(R⃗, α) do not affect the value of the bulk
invariant.

2 We note that similar invariant appears in the anomalous Floquet-Anderson insulator [52]
and its multi-drive generalization [112].
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while for finite systems, the integral is replaced by a sum over discrete momenta
k⃗. For unitaries that lack translational symmetry but satisfy condition (4), the
third winding number can be defined [113]

ν[U ] =
iπ

3

1

NxNyNz
ϵijkTr

(
U−1[X̂i, U ]U−1[X̂j , U ]U−1[X̂k, U ]

)
, (6.6)

where X̂i =
∑
R⃗α

Ri|R⃗α⟩⟨R⃗α| is the position operator in direction i = 1, 2, 3,
R⃗ = (x, y, z), and summation over repeated indices is assumed. The above
expression takes non-zero integer values only in the thermodynamic limit. In
order to apply it to finite systems, we approximate the commutators [Xi, U ]
by ⌊Xi, U⌋, i.e., linear combination of unitaries with integer number of flux
quanta inserted

⌊X̂i, U⌋ =
Ni−1∑
m=1

cme
2πimX̂i/NiUe−2πimX̂i/Ni . (6.7)

The choice of coefficients cm, giving the correct thermodynamic-limit value
of [Xi, U ], is not unique [42, 113]. In general, these are the coefficients of the
discrete Fourier transform of a function f(x) defined on the circle [−⌊Ni

2
⌋, ⌊Ni

2
⌋]

that is periodic and equal to f(x) = x for x < α ≲ ⌊Ni
2
⌋. in this chapter, we

take cm to be the Fourier coefficients of the function f(x) = x,

cm =
e2πim(⌊Ni

2
⌋+1)/Ni

1− e2πim/Ni
. (6.8)

We stress that (6.6) is guaranteed to take integer values as long as (6.4) is
satisfied [113]. This implies that the winding number is necessarily quantized
for TLIs, by the exponential localization of bulk states.

In order to define the surface invariant of the TLI phase, we consider a
slab geometry with the width much larger than the localization length of bulk
states. Let us denote the eigenstates of H that are localized on one of the
two surfaces by {|ψsurf

n ⟩}, irrespective of their energy. Since all the bulk states
are localized, some of these states can be safely included in the set {|ψsurf

n ⟩}
without affecting the resulting surface Chern number. The Hall conductance of
the system when the states {|ψsurf

n ⟩} are filled with electrons is given by the
Chern number [42] σ∂12 = e2

h
Ch[Psurf], where Psurf =

∑
n |ψsurf

n ⟩⟨ψsurf
n |. We

recall that for a translationally invariant projector P =
⊕
kxky

Pkxky , in the
thermodynamic limit, the Chern number of the Hilbert space, onto which this
projector projects, is defined [8]

Ch[Pkxky ] = i

∫
BZ

dkxdky
2π

Tr
(
Pkxky

[
∂kxPkxky , ∂kyPkxky

])
, (6.9)

for finite systems, the above integral is replaced by a sum over discrete momenta
(kx, ky). When the projector P lacks translational symmetry, but satisfied the
condition

⟨R⃗′α′|P|R⃗α⟩ ∼ e−γ|R⃗−R⃗′|, (6.10)
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for some positive γ, the Chern number in xy plane in the therodynamic limit
can be defined [42]

Ch[P] =
2πi

NxNy
Tr
(
P
[[
X̂1,P

]
,
[
X̂2,P

]])
. (6.11)

For finite systems, the commutator
[
X̂1,P

]
is approximated by ⌊X̂i, P ⌋, see

Eq. (6.7). When the matrix elements of Psurf are exponentially localized,
analogous to condition (6.4) with Psurf in place of U , Ch[Psurf] is guaranteed
to take integer values [42].

6.4 bulk-boundary correspondence

In this section we show that the third winding number for the model (1) is
quantized to a non-zero value given by the Chern number of the blue subspace
of a single layer. Although the model (6.1) lacks translational symmetry, its
eigenstates |w

R⃗α
⟩ are related to each other by translational symmetry. Below,

we first prove the following relation for the unitary U =
⊕
k⃗
U
k⃗

that diagonalizes
the model (6.1)

U
k⃗
= UkxkyDU

†
kxky

, (6.12)

where Ukxky is a unitary that diagonalizes the Bloch Hamiltonian of the two-
dimensional, two-band Chern insulator whose positive (negative) energy states
define the blue (orange) subspace in Fig. 6.2(a); The matrix D = diag(eikz , 1)
translates the Bloch eigenstate with the positive energy by one unit cell in
z-direction. The Bloch states with negative energy at layer z, and positive
energy at layer z + 1 are|u

−
zkxky

⟩ = akxky |z1⟩+ bkxky |z2⟩,

|u+
(z+1)kxky

⟩ = b∗kxky |(z + 1)1⟩ − a∗kxky |(z + 1)2⟩,
(6.13)

where we used the notation Ukxky =

akxky b∗kxky
bkxky −a∗kxky

. The two states

above are discontinuous over the BZ. We consider linear combination of the
two states that is continuous|ũ

−
kxky

⟩ = a∗kxky |u
−
zkxky

⟩+ bkxky |u
+
(z+1)kxky

⟩,

|ũ+kxky ⟩ = b∗kxky |u
−
zkxky

⟩ − akxky |u
−
(z+1)kxky

⟩.
(6.14)

After performing the Fourier transform in the z-direction, we conclude that the
continuous unitary is of the form (6.12). In order to compute the third winding
of the above unitary, we use Eq. (6.5) which gives eight different terms. We
can group four of them as

2iTr
(
diag(1, 0)

[
U†
kxky

(∂kxUkxky ),U
†
kxky

(∂kyUkxky )
])

= 2i
[
U†
kxky

(∂kxUkxky ),U
†
kxky

(∂kyUkxky )
]
00
, (6.15)
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additional two terms as

ie−ikz
(
(∂kxU

†
kxky

)UkxkyDU
†
kxky

(∂kyUkxky )
)
00

−ie−ikz
(
U†
kxky

(∂kyUkxky )D(∂kxU
†
kxky

)Ukxky )
)
00
, (6.16)

and the two last terms are

ieikz
(
(∂kxU

†
kxky

)UkxkyD
∗U†
kxky

(∂kyUkxky )
)
00

−ieikz
(
U†
kxky

(∂kyUkxky )D
∗(∂kxU

†
kxky

)Ukxky )
)
00
. (6.17)

The terms (6.15)-(6.16) cancel out after integrating over kz from 0 to 2π. Hence,
we consider only the terms in Eq. (6.15). Using the fact that the Chern number
for the lower band reads

Ch =

∫
BZ

d2k

2πi

(
⟨∂kxu

−
kx,ky

|∂ky |u
−
kx,ky

⟩ − ⟨∂kyu
−
kx,ky

|∂kx |u
−
kx,ky

⟩
)

(6.18)

together with Ukxky |0⟩ = |u
−
kxky

⟩, and

U†
kxky

(∂kxUkx,ky )U
†
kxky

(∂kyUkxky ) = −(∂kxU
†
kxky

)(∂kyUkxky ), (6.19)

we obtain

ν[U
k⃗
] = Ch. (6.20)

We note that in the case where D = diag(eilkz , 1) with l ∈ Z, the obtained
relation becomes ν[U

k⃗
] = lCh. We demonstrated that

σ∂12 = NTLI
e2

h
. (6.21)

holds for the model above Eq. (6.1), for the z-terminated crystal. Below we
demonstrate numerically that it also holds for the x- and y-terminated crystals
(hard-wall boundary), as well as for a perturbed version of the model (6.1). The
general proof of relation (6.21) for an arbitrary model of a TLI in the same
phase as (6.1) directly follows, as the surface Hall conductance can change only
if delocalized states move to the surface, which is forbidden for TLIs in the
same phase as all the states in the bulk are localized.

6.5 stability of the tli phase

As discussed in Sec. 2.1, there is a finite metal to insulator transition in three
dimensions, i.e., there exists a finite value of disorder strength Wc above which
the mobility gap closes and all states become fully localized. In order for the
TLI to be a topological phase of matter, it has to be stable under perturbations
of the Hamiltonian that do not create a mobility edge in the bulk. We thus
perturb the model in Eq. (6.1) by including nearest-neighbor hopping that
eventually push the TLI into a metallic phase. We define H(λ) = H+λH′ with

H′ =
∑

⟨R⃗R⃗′⟩α

(
t1|R⃗′α⟩⟨R⃗α|+ t2|R⃗′α⟩⟨R⃗ᾱ|

)
+ h.c., (6.22)
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where 1̄ = 2, 2̄ = 1, and ⟨R⃗, R⃗′⟩ denotes summation over all nearest-neighbor
pairs of lattice vectors. Below, we set t1 = 10t2 = 1, W = 1, and consider
one-parameter family of the Hamiltonians H(λ), 0 ≤ λ ≤ 1.

As a first step, we study the metal to TLI transition by using spectral
statistics. To this end, we compute the average level spacing ratio [114, 115]

r = ⟨⟨rn⟩n⟩W , rn = min{sn, sn+1}/max{sn, sn+1} (6.23)

around the middle of the spectrum, with sn = En+1 − En ≥ 0 being the level
spacing and En, n = 1, · · · , 2V , the ordered eigenvalues of H(λ). For λ < λc, r
decreases with increasing system size, approaching the value rPE ≈ 0.38 of the
Poisson Ensemble (PE). All eigenstates are localized in this regime. For λ > λc,
r increases with increasing system size, approaching the value rGUE ≈ 0.60 of
the Gaussian Unitary Ensemble (GUE). The system is in a metallic phase at
half-filling (a mobility edge appears). From this one-parameter scaling, we find
the metal-insulator transition at half-filling occurs at λc ≈ 0.088± 0.002, see
Fig. 6.4(a).

Having established the Anderson transition at a finite value of the hopping λc,
we now provide numerical evidence for the quantization of the bulk and surface
topological invariants for any λ < λc in the thermodynamic limit. As long as
H(λ) is in the localized phase, the condition (6.4) of exponential localization
of the unitary U is satisfied and NTLI and σ∂12 are guaranteed to take integer
values for large enough system size [42, 113]. For the numerical calculations
in this chapter, the projectors P±

z used for the model (1) are obtained as the
projectors onto one of the two bands of the following model for Chern insulator

H2D = sin(kx)σx + sin(ky)σy + (1− cos(kx)− cos(ky))σz . (6.24)

The eigenstates of the Hamiltonian (6.1), are

|w
R⃗α
⟩ = (P−

z + P+
z+1)(|R⃗α⟩+ |(R⃗+ êz)α⟩), (6.25)

with eigenenergy W
R⃗α

. Hence,

H =
∑
R⃗α

W
R⃗,α
|w
R⃗α
⟩⟨w

R⃗α
| (6.26)

In other words, the above Hamiltonian H = UHWU† is unitarily related
to Hamiltonian HW of a trivial localized insulator, with the unitary U sat-
isfying the localization condition (4). To show the orthonormality relation
⟨w
R⃗′α′ |wR⃗α⟩ = δ

R⃗R⃗′δαα′ , we denote R⃗ = (r⃗, z), with r⃗ two-dimensional lattice
vector, and consider the scalar product

⟨wr⃗′zα′ |wr⃗zα⟩ =
(
⟨r⃗′zα′|+ ⟨r⃗′(z + 1)α′|

)
(P+
z + P−

z+1) (|r⃗zα⟩+ |r⃗(z + 1)α⟩)

= ⟨r⃗′zα′|P+
z |r⃗zα⟩+ ⟨r⃗′zα′|P−

z |r⃗zα⟩ = δr⃗r⃗′δαα′ ,

(6.27)

where we used that P+
z + P−

z = I on the subspace of the Hilbert space
corresponding to the layer z. For z ̸= z′, it is sufficient to consider z′ = z + 1,

⟨wr⃗(z+1)α|wr⃗zα⟩ = (⟨r⃗(z + 1)α|+ ⟨r⃗(z + 2)α|)(P+
z+1 + P−

z+2)

× (P+
z + P−

z+1)(|r⃗zα⟩+ |r⃗(z + 1)α⟩)

= ⟨r⃗(z + 1)α|P+
z+1P

−
z+1|r⃗(z + 1)α⟩ = 0. (6.28)
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In the above derivation, we used that P+
z+1P

−
z+1 = 0.

Below, we explain how the unitary UW of the perturbed model H(λ) given
by (6.22) is constructed, where we set t1 = 10t2 = 1. All 2V eigenstates
{|ψn⟩} of H(λ) are localized for λ < λc in the thermodynamic limit. The
unitary UW is constructed from these localized eigenstates, after sorting them
such that UW maps |R⃗α⟩ to the two eigenstates |ψ

n(R⃗,α)
⟩, localized closest to

the orbitals at |R⃗α⟩. To this end, we compute arg(⟨ψn|e2πiX̂j/Nj |ψn⟩), where
the operators e2πiX̂j/Nj are compatible with PBC. This way, we obtain the
following coordinate vectors on the 3-torus (T3)

v⃗(|ψn⟩) =
(
Nx

2π
arg(θn,x),

Ny

2π
arg(θn,y),

Nz

2π
arg(θn,z)

)T
, (6.29)

with

θn,x = ⟨ψn|e2πiX̂/Nx |ψn⟩, (6.30)

θn,y = ⟨ψn|e2πiŶ /Ny |ψn⟩, (6.31)

θn,z = ⟨ψn|e2πiẐ/Nz |ψn⟩, (6.32)

where we choose the branch cut of arg(ξ) to be [0,∞), such that 0 ≤ arg(ξ) < 2π.
The sorting procedure is the following: we first minimize the distance between
v⃗(|ψn⟩) and v⃗(|R⃗α⟩) by computing

||v⃗(|R⃗α⟩)− v⃗(|ψn⟩)||T3 =

√√√√ 3∑
i=1

d (Ri, (v⃗(|ψn⟩)i)2 (6.33)

where d(x, y) is the following metric on the circle of radius Ni
2π

,

d(x, y) = min{|x− y|, Ni − |x− y|}. (6.34)

To each orbital |R⃗α⟩, we associate eigenvector |ψn⟩ closest to it according to the
metric (6.33), unless this eigenvector is already assigned to a different lattice
vector, in which case next-closest unassigned eigenvector is used. This defines a
unitary UW , UW |R⃗α⟩ = |ψn(R⃗,α)⟩, satisfying the localization condition (4). As
the metallic phase is approached, the eigenstates |ψn⟩ become plane-wave-like,
implying that |⟨ψn|e2πiX̂j/Nj |ψn⟩| → 0. Since arg(ξ) is not well-defined at
ξ = 0, the above procedure is not well-define in a metallic phase. For finite
systems, we compute ⟨||v⃗(|ψn⟩)||T3 ⟩n, in order to define the region in parameter
space in which the winding number is still well-defined. Such region exists for
certain values of λ which are smaller than λc, see Fig. 6.3(a).

We now define the projector Psurf
W onto the surface perpendicular to z-axis.

This is achieved by removing localized eigenstates |ψn⟩ within the bulk of the
system, such that the obtained projector projects onto two decoupled surfaces.
We first define the set of localized eigenstates in the bulk of the slab as

bulk(W ) =

|ψn⟩, 1−
z=⌊Nz/2⌋+L∑

x,y,α,
z=⌊Nz/2⌋−L

|⟨R⃗α|ψn⟩|2 < ϵ

 , (6.35)
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Figure 6.3: (a) The average ⟨||v⃗(|ψn⟩)||T3 ⟩n over all eigenstates as function of
parameter λ, see Eq. (6.22). This quantity goes from 1, deep in the
localized phase, to 0 in the metallic phase. (b) Portion of eigenstates that
are localized in the left-half of the system, i.e. for z ∈ {1, ..., ⌊Nz/2⌋}.
This fraction goes from approximately one-half, at λ = 0, to 0, for
λ > λc.

where L is some bulk cut-off that needs to be large enough such that the
upper and lower boundaries are fully decoupled, and ϵ is taken to be 10−1.
The eigenstates that do not belong to bulk(W ) are assigned to one of the two
boundary surfaces which defines the projector Psurf

W

Psurf
W (x⃗, x⃗′) =

δx⃗,x⃗′ − ∑
|ψn⟩∈bulk(W )

ψn(x⃗
′)∗ψn(x⃗)


× θ (z − ⌊Nz/2⌋) θ

(
z′ − ⌊Nz/2⌋

)
, (6.36)

where θ(z) is the Heaviside theta function, and we assumed that the plane z =
⌊Nz/2⌋ passes through the middle of the slab. As the system approaches metallic
phase, portion of surface-localized states decreases to zero, see Fig. 6.3(b).

In practice, for the system sizes we consider in Fig. 6.4, we find that the
quantization of NTLI and σ∂12h/e

2 breaks before the value of λc is reached. In
Fig. 6.4, we show that the range of λ for which NTLI and σ∂12h/e

2 are quantized
extends as the system size is increased, showing the tendency towards the value
λc. We note that although the tight-binding model (6.1) has exponentially
decalying hopping amplitudes (Fig. 6.2), the system remains in the same phase
for a finite-range hopping version of this model. We have checked this explicitly
by truncating the exponential tail of the wavefunctions |w

R⃗α
⟩, i.e., setting

CR⃗α
R⃗′α′ = 0 for |R⃗− R⃗′| > Nt. The results for Nt = 4 are given by dashed curves

in Fig. 6.4(c–d), from where one can conclude that the phase is stable under
such truncation, although the truncation increases the localization length as
indicated by less good quantization.

6.6 quantized response

The chiral hinge states that appear in TLIs are an extrinsic signature, i.e., these
can be removed by gluing Chern insulators on the corresponding faces. Without
the chiral states, a non-zero quantized Hall conductance can be measured in
genus-one (Corbino) geometry. Below we propose a setup, inspired by the setup
of [116], that shows unique quantized signature of the bulk topology of TLIs.
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Figure 6.4: (a) Estimate of λc from mean level spacing ratio r as function of λ. r is
computed over 500 eigenstates in the middle of the spectrum, considering
103 disorder realizations. (b) The winding number NTLI is computed
for different system sizes with increasing hopping strength λ, where the
quantized plateau increases with system size for λ < λc. (c) Surface
Chern number for the hard-wall termination in z-direction as function
of λ. (d) Same as (c), for the termination in y-direction. No disorder
averaging was performed for the winding and Chern numbers, apart from
the blue curves where average was performed over 5 disorder realizations
as well as the red curves in (b) and (c) for λ < λc. The dashed curves
in panels c-d are for the finite-range hopping version of the model (6.1)
with Nt = 4.

We consider the geometry of a thick Corbino disc, as shown in Fig. 6.5(a), and
assume that the boundary is doped with electrons, such that all boundary states
are occupied. In this setup, an extrinsic second-order TI [117], which consists of
a trivial fully-localized bulk with a Chern insulator covering (fully or partially)
its boundary, does not react to (adiabatic) time-dependent magnetic flux
insertion Φ(t) = Φ0t/T . On the other hand, according to Laughlin argument,
the boundary of TLIs pumps nTLI electrons during the period T around its
cross-section, see Fig. 6.5(b). In order to measure this charge pumping, a
source-drain voltage, much larger than the bulk mobility gap, is applied. In the
presence of such voltage, the charge is removed from the bottom surface. Hence,
we expect that in the steady state the top surface remains fully occupied, while
the bottom one is empty, see Fig. 6.5(b). (We neglect the effects of the charging
energy.) Although such a non-uniform E∂F gives rise to chiral states, these states
do not connect source to drain: the quantized transfer of nTLI electrons during
one period T occurs via pumping of the boundary states from source to drain
via the top surface. Alternatively, by optically exciting [118] the boundary of
the system, one could possibly tell TLIs and extrinsic TIs apart.

6.7 relation to N -band hopf insulators

The models of TLIs, introduced in Eq. (6.1), as well as its N -band generalization
discussed in 6.4, become translationally invariant if we change W

R⃗α
from
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Figure 6.5: (a) A non-trivial TLI in Corbino geometry is threaded by magnetic flux
Φ(t) = Φ0t/T , with a large source-drain voltage VSD applied. (b) The
cross section of the Corbino setup. As the magnetic flux is varied, the
charge enTLI is being pumped via the top surface (Laughlin pump). The
dotted region (top surface) is filled with electrons in the steady-state,
while the bulk is assumed to be empty.

being random numbers to W
R⃗α

= α, with α = 1, . . . , N . Such deformation of
the model does not change the unitary (6.12); The resulting, translationally
invariant model, corresponds to topologically non-trivial N -band Hopf insulator
discussed in Chapter 5. Nevertheless, TLIs and N -band Hopf insulators belong
to different phases of matter: the constraint of fully-localized bulk implies that
TLIs are insulating at an arbitrary filling, whereas N-band Hopf insulators
are insulating only at integer fillings. This distinction is important, since it
implies that the boundary Fermi energy E∂F of N -band Hopf cannot be varied
independently of that of the bulk. As a consequence, its quantized boundary
response can be measured only in a transient state.

Topology of N-band Hopf insulator crucially depends on the presence of
translational symmetry. For example, inclusion of perturbations that reduce
the translational symmetry down to one of its subgroups can trivialize N -band
Hopf insulators. Nevertheless, we show that every N -band Hopf insulator can
be deformed to a TLI phase with the same bulk topological invariant. We
illustrate this point using N = 2 Moore-Ran-Wen model [50]. As discussed in
Chapter 5, the two-band Bloch Hamiltonian is defined as

hkxkykz = v⃗ · σ⃗, (6.37)

with vi = z⃗†σiz⃗, where z⃗ = (z1, z2)T , with z1 = sin(kx) + i sin(ky) and z2 =
sin(kz) + i[cos(kx) + cos(ky) + cos(kz)− 3

2
]. The unitary U

k⃗
, that diagonalizes

above Bloch Hamiltonian, has a non-zero third winding number ν[U
k⃗
] = 1. The

two normalized eigenvectors of the Bloch Hamiltonian (6.37) are

|u
k⃗1
⟩ = |z⃗|−1(z1, z2)

T ,

|u
k⃗2
⟩ = |z⃗|−1(z∗2 ,−z∗1 )T , (6.38)

which are continuous functions of k⃗. We extend these two Bloch eigenvectors
to the whole lattice by defining ψ

k⃗α
(x⃗) = e−i⃗k·x⃗u

k⃗α
(x⃗). Using these two Bloch

eigenvector, we define Wannier functions |w(0,0,0)α⟩, α = 1, 2,

|w
R⃗α
⟩ =

1√
NxNyNz

∑
k⃗

ei⃗k·R⃗|ψ
k⃗α
⟩. (6.39)
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We use the above Wannier functions to define the following disordered Hamil-
tonian

H1 =
∑
R⃗α

W
R⃗α
|w
R⃗α
⟩⟨w

R⃗α
|. (6.40)

As the bulk Wannier functions of the Hopf insulator are exponentially localized,
the unitary U |R⃗α⟩ = |w

R⃗α
⟩ satisfies localization condition (6.4) and the winding

number can be computed using (6.6), ν[U ] = ν[U
k⃗
] = 1. By virtue of the bulk-

boundary correspondence of the Hopf insulator discussed in Chapter 5, imposing
open boundary conditions in any of the three spatial directions results in surface
Chern number equal to ν[U ] = 1.

6.8 resonant energy model of a tli

In the model defined in Eq. (6.1) disorder is introduced in a highly non-trivial
way that is not natural to occur in experimental systems. Here we suggest
an alternative model realization of a TLI can be obtained by stacking two-
dimensional Chern insulators with generic disorder. We assume that each Chern
insulator has two bands and a band gap ∆ or 2∆ (depending on the layer)
that is much larger than the band width. Disorder will broaden the “bands”
to a band with ∆b, but should be weak enough to maintain ∆b ≪ ∆. There
is a single energy per band [42] where delocalized states appear. We mark
these energies in blue or orange in Fig. 6.6, depending on the sign of their
quantized Hall conductance. The parameters of the layers repeat with the
period three, and the system is tuned such that differently colored delocalized
states from neighbouring layers are on-resonance. When only resonant interlayer
coupling is considered, the model is dimerized, with each dimer being a fully
localized phase since it belongs to a two-dimensional unitary class and has zero
Hall conductance. Hence, the delocalized states from neighbouring layers “pair
annihilate", leaving only unpaired delocalized states on the boundary of the
resulting three-dimensional system. We anticipate the localization length (in
the xy-plane) of each dimer to be rather large in this model due to exponential
sensitivity of the localization length in two-dimensional unitary class [119]. The
off-resonant interlayer coupling tends to delocalize some bulk states, but we
expect for strong enough disorder and for large enough flatness ratio ∆/∆b

(see Fig. 6.6) that the system is in the same phase as the above-mentioned
dimerized limit.
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Figure 6.6: Sketch of the layer construction for the three-dimensional TLI. A stack
along z-direction of two-band disordered Chern insulators, with the
bandwidth ∆B and the gap ∆ or 2∆, becomes fully localized due to
interlayer coupling t such that ∆B ≪ t ≪ ∆. For each layer, density of
states (DOS) is shown, and the delocalized states depicted in orange
(blue) carry a positive (negative) quantized Hall conductance.





Part III

NON-EQUIL IBR IUM DYNAMICS OF
INHOMOGENEOUS CR IT ICAL SYSTEMS

This part of this thesis is devoted to the study of the far from equi-
librium dynamics of quantum critical systems in (1+1) dimensions.
We harness the conformal symmetry of such critical systems to
analytically study the non-equilibrium dynamics of their low energy
theory, namely two-dimensional conformal field theories (CFTs).
CFTs describe a wide range of physical systems, from integrable
models, such as the Tomonaga-Luttinger liquid, to chaotic models
in the limit of large central charge. In particular, we consider CFTs
with spatially dependent energy densities, referred as inhomoge-
neous CFTs. The various non-equilibrium protocols considered in
the following chapters consist in temporally varying such spatial
deformations, in a periodic or quasi-periodic fashion. We find that
under such driving protocols, the time evolution of (quasi-)primary
fields that encode the dynamics of physical observables such as
energy, entanglement entropy, can be encoded in conformal trans-
formations. This elegant link between dynamics of conformal fields
under Floquet drives and dynamical systems leads us to universal
predictions on the growth of entanglement and energy after (quasi-
)periodic drives, that apply to arbitrary CFTs, and only depend
on their respective central charge. These thus constitute classes of
non-equilibrium many-body dynamics that are non-trivial, univer-
sal, and exactly solvable.

The content of this part of the thesis is based on [23–26].





7EMERGENT CURVED SPACET IME IN CR IT ICAL
FLOQUET SYSTEMS

7.1 introduction

In this chapter, and for the rest of the part of this thesis, we consider a (1+1)D
CFT of system size L, described by coordinates (x, t). Instead of assuming
time evolution to be given by the usual Hamiltonian H0 =

∫ L
0 T00(x)dx, we

consider a Hamiltonian that is generally described by

H =

∫ L

0
v(x)T00(x)dx, (7.1)

where the velocity profile v(x) is a smooth function of space. This inhomogeneous
CFT can provide the effective low energy description of various inhomogeneous
models in one dimension, such as critical spin chains with smoothly varying cou-
plings [120]. These systems have been shown to display a rich phenomenology,
such as the emergence of curved light cones [121], that have recently been ob-
served in quantum simulators [122]. Furthermore, spatially dependent couplings
naturally arise in cold-atomic experiments, motivating the study of critical
systems in the absence of perfect translation invariance. We aim to study the
non-equilibrium dynamics of such inhomogeneous CFTs, through Floquet and
quasi-periodic drives. In other words, we will consider deformations v(x, t) that
depend both on space and on time. For Floquet drives, we impose the additional
restriction that v(x, t+ T ) = v(x, t), in order to preserve a discrete subgroup
of translation symmetry in time. In the case of quasi-periodic drive, we will
consider system that have neither time or space translation symmetries, but
that can be solved analytically thanks to the constraints imposed by conformal
invariance. The physics of driven inhomogeneous critical system has received a
lot of attention recently. The Floquet dynamics of inhomogeneous CFTs was
studied in details through different approaches in [23, 25, 123–130]. In addition,
the extension to quasiperiodic drives was studied in [24, 131], and the extension
to fully random drives was studied in [132].

The aim of this chapter is to address the question of how does an inhomoge-
neous system heat up ?, when periodically driven with such time-dependent
deformations. To answer this question, we consider a two-step drive between a
homogeneous Hamiltonian and a so-called sl(2) Hamiltonian (see Fig. 7.1(a-b)),
that both belong to a finite subalgebra of the full Virasoro algebra. This sim-
ple structure will help us to get an analytic handle on the stroboscopic time
evolution of entanglement entropy, Loschmidt echo and energy density. We will
analytically prove the emergence of a heating and a non-heating phase, and
study the evolution of physical observables in both of these regimes. While one
generically expects the heating phase of a generic driven many-body system to
lead to infinite temperature state and wash away any non-trivial structure in the
problem, we find a “integrable heating” in our problem, where energies increases
exponentially only at a finite number of points in the system, which share
growing entanglement. These points, interpreted from the curved light-cone
interpretation of inhomogeneous critical systems of [121], are effective black

75
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hole horizon that absorb all the quasiparticles emitted by the periodic drive. In
particular, their associated Hawking temperature plays the role of the effective
temperature of the heating problem, and determines the timescale at which
quasiparticles get absorbed by the emergent Floquet horizons.

Figure 7.1: (a) Uniform and sine-square deformed Hamiltonian, here denoted by
H1. (b) Floquet drive alternating between the uniform Hamiltonian H0

and H1. (c) Phase diagram (colorbars in log scale). The heating phase
is characterized by a heating rate ΘH, a signature of emergent black
holes in the effective dynamics, whose spacetime is illustrated in (d).
The non-heating phase is characterized by a pseudo-periodicity TE , with
effective spacetime illustrated in (e). The phase diagram is T0

L periodic.

The rest of the chapter is organized as follows. We define the basic protocol,
as well as the analytical methods to find the stroboscopic evolution of primary
fields in 7.2. We then describe the emergence of heating and non-heating phases
through evolution of various physical observables in Sec. 7.3. We interpret the
heating phase as leading to emergent Floquet horizons is Sec. 7.4. We finally
analyze the Floquet problem from the perspective of the effective Floquet
Hamiltonian in Sec. 7.5

7.2 stroboscopic evolution from möbius maps

In this chapter we consider two-step Floquet drives between a homogeneous
CFT H0, for which v = 1, and a class of inhomogeneous Hamiltonians H1 with
deformation profile that involve a single Fourier mode,

v1(x) = σ0 + σ+ cos

(
2πx

L

)
+ σ− sin

(
2πx

L

)
. (7.2)

These classes of deformations span a finite-dimensional algebra that is isomor-
phic to sl(2), and will thus be dubbed sl(2) deformed Hamiltonians throughout
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the following chapters. A particular example of sl(2) deformed Hamiltonian
that has been thoroughly studied in the literature is the so-called sine-square
deformed (SSD) Hamiltonian [133–138], defined with σ0 = 1, σ+ = −1, σ− = 0,
i.e., v1(x) = 2 sin2

(
πx
L

)
, see Fig. 7.1(a). In order to understand this algebraic

structure, we use the decomposition of the chiral and antichiral parts of the
stress tensor T00(x) in terms of Laurent modes,

T (z) =
∑
n∈Z

z−n−2Ln, T (z̄) =
∑
n∈Z

z̄−n−2Ln. (7.3)

The Laurent modes of the stress tensors, called Virasoro generators, generate
the conformal algebra in two dimensions, and form the infinite dimensional
Virasoro algebra (3.13). In particular, the global conformal group is generated
by the subset of Virasoro generators {L0, L1, L−1}, that form an sl(2) algebra.
Thus, the different Fourier modes of the deformation v(x) correspond to different
Virasoro modes of the stress tensor, such that

H =

∫ L

0
v(x)T00(x)dx

=
2π

L

(
σ0L0 +

∞∑
n=1

σ+,n
(Ln + L−n)

2
+

∞∑
n=1

σ−,n
(Ln − L−n)

2i

)
.

(7.4)

In particular, it is clear that the deformation v1(x) given by (7.2) corresponds
to the Hamiltonian

H1 =
2π

L

(
σ0L0 + σ+

(L1 + L−1)

2
+ σ−

(L1 − L−1)

2i

)
. (7.5)

In order to understand the dynamics of (quasi-)primary fields under a time-
evolution given by H1 in imaginary time τ = it, we express it as a contour
integral on the complex plane using radial quantization, z = e2πi(x+iτ)/L,

H
(z)
1 =

2π

L

∮
dz
2πi

(
σ0z +

1

2
(σ+ − iσ−)z2 +

1

2
(σ+ + iσ−)

)
T (z), (7.6)

where we omitted for simplicity the anti-chiral part. We can now perform a
global conformal transformation, represented on the complex plane by a Möbius
transformation z′(z),

z′ =
αz + β

γz + δ
, (7.7)

with [130]

α = − i
2
,

β =
σ++iσ−√

c(2)
,

γ = −
√
c(2)+iσ0

2(σ++iσ−)
,

δ = −σ0+i
√
c(2)√

c(2)
,
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where we have introduced the quadratic Casimir of sl(2), c(2) = −σ2
0 +σ

2
++σ2

−.
Using the fact that T (z) is a quasi-primary field with conformal weight 2, we
find that the Hamiltonian in the coordinates z′(z) is

H
(z′)
1 = −

2πi
√
c(2)

L

∮
dz
2πi

z′T (z′). (7.8)

This change of variable essentially flattened the inhomogeneous Hamiltonian H1,
and brought it to the form of the uniform Hamiltonian H0 in new coordinates
z′(z). Thus, the imaginary time evolution of an arbitrary primary field Φ(z′, z̄′)
of conformal weight (h, h̄) in these coordinates is given by

eH
(z′)
1 τΦ(z′, z̄′)e−H

(z′)
1 τ = e−2πiτh

√
c(2)/LΦ(e−2πiτh

√
c(2)/Lz′, z̄′), (7.9)

i.e., it is simply a dilation in the z′-coordinate, as expected for a uniform time
evolution that is solely generated by L0. In order to go back to the original
z-coordinates, we perform a conformal transformation given by (7.7), and use
the transformation law of primary fields under conformal transformations, to
conclude that

eiH1tΦ(z, z̄)e−iH1t =

(
∂z̃

∂z

)h (∂ ˜̄z
∂z̄

)h̄
Φ(z̃, ¯̃z), (7.10)

with z̃(z) the total Möbius transformation that combines the transformation
from z to z′-coordinates, the dilation in z′-coordinates and the transformation
back to the original z-coordinates and finally the analytic continuation τ → iτ ,
given by z̃ = az+b

b∗z+a∗ , with [130]

a = cosh

(
π
√
c(2)

L
t

)
+ i

σ0√
c(2)

sinh

(
π
√
c(2)

L
t

)
, (7.11)

b = i
σ+ + iσ−√

c(2)
sinh

(
π
√
c(2)

L
t

)
, (7.12)

Thus, the dynamics of primary fields is encoded in a Möbius transformation.
Such transformations are classified in three distinct classes depending on the
sign of

Tr2
(
a b

c d

)
− 4. (7.13)

Such classes are called elliptic, parabolic and hyperbolic classes. Equivalently,
the sign of the quadratic Casimir c(2) delineates the different classes.

We now turn to the Floquet dynamics of primary fields: instead of considering
a time evolution with a single Hamiltonian H1, we consider a two-step drive
between H0 and H1, such that the Floquet unitary reads

UF = e−iH0T0e−iH1T1 , (7.14)

for driving parameters T0 and T1, such that the periodicity of the Floquet drive
is T = T0 + T1. The time evolution with the uniform Hamiltonian amounts to
a dilation of the primary field. On the other hand, the time evolution with H1
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also amounts to a Möbius transformation, z̃1(z). Thus, the time evolution after
a single Floquet period simply amounts to a change of coordinates of the form
z̃0 ◦ z̃1(z). By virtue of the group properties of the Möbius transformation, such
a one-cycle transformation is again a Möbius transformation. In particular,
when H1 is the SSD Hamiltonian, the one-cycle transformation takes the simple
form

z̃1 =
(1 + πiT1

L
)e

2πiT0
L z − πiT1

L

πiT1
L

e
2πiT0

L z + (1− πiT1
L

)
. (7.15)

The classification of the different one-cycle transformations for this particular
example leads to the phase boundary (corresponding to the parabolic class)

∆ =

[
1−

(
πT1

L

)2
]
sin2

(
πT0

L

)
+
πT1

L
sin

(
2πT0

L

)
, (7.16)

corresponding to parabolic Möbius transformations, which gives the phase
diagram Fig. 7.1(c). We now use the fact that the full stroboscopic time
evolution UnF , for any n > 0 reduces to a conformal map z̃n(z), such that

z̃n(z) = (z̃1 ◦ ... ◦ z̃1)︸ ︷︷ ︸
n times

(z). (7.17)

This n-th iteration of the one-cycle map can be explicitly evaluated by introduc-
ing the fixed points of the one-cycle map, γ1 and γ2, as well as the multiplier
ξ, 

γ1 =
a−d−

√
(a−d)2+4bc

2c
,

γ2 =
a−d+

√
(a−d)2+4bc

2c
,

ξ =
(a+d)+

√
(a−d)2+4bc

a+d−
√

(a−d)2+4bc
.

(7.18)

Using these, the n-cycle Möbius map reads

z̃n =
anz + bn

cnz + dn
=

(γ1 − ξnγ2)z + (ξn − 1)γ1γ2

(1− ξn)z + γ1ξn − γ2
, (7.19)

In particular, the dynamics of the primary fields will strongly depend on
which class the one-cycle map belongs to. In fact, in the elliptic class there
is no fixed points, i.e., γ1,2 do not belong to the unit circle, and |ξ| = 1. In
this case, the stroboscopic position of the primary fields will just oscillates
pseudo-periodically. On the other hand, in the hyperbolic class γ1 is a stable
fixed point and γ2 an unstable fixed point, and the multiplier ξ belongs to the
real positive axis, such that limn→∞ z̃n(z) = γ1 for any value of the initial
position of the field z = e2πix/L at time t = 0. These two distinct behaviours
of primary fields under the flow of the Floquet map (7.19) are illustrated on
Fig. 7.2, and only depend on the choice of the driving parameters

(
T0
L
, T1
L

)
.

We stress that although we have shown the stroboscopic evolution of primary
fields to be encoded in compositions of the one-cycle Möbius map for specific
two-step drives, this reasoning applies to any periodic drive v(x, t) as long
as the deformation belongs to the sl(2) subalgebra at all times t. We will
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Figure 7.2: (a) Flow of the n-cycle Möbius transformation in the elliptic class, or
non-heating phase. Here, the flow of primary fields oscillate as a function
of the stroboscopic time n(T0 + T1). (b) Flow of the n-cycle Möbius
transformation in the hyperbolic class, or heating phase. Here, the flow
of primary fields converges to the stable fixed point γ1 as n goes to
infinity (apart in the particular case where the field is inserted at time
t = 0 at the position of the unstable fixed point γ2). These two distinct
behaviours emerge as a function of the driving parameters (T0/L, T1/L).

show in Chapter 9 that a similar strategy holds when generalizing to arbitrary
deformation, involving the full Virasoro algebra, enlarging the one-cycle map
from being a Möbius transformation to any diffeomorphism of the circle. We
further note that our approach based on conformal maps applies to any initial
state at time t = 0, and arbitrary choice of conformally invariant boundary
conditions, being either periodic or open.

7.3 heating and non-heating phases

We now compute different physical quantities by exploiting the stroboscopic
time evolution of (quasi-)primary fields. We will focus in this chapter on two
different examples that are relevant diagnosis of the heating and non-heating
dynamics. The first physical quantity of interest is the energy density evolution
E(x, t), defined as

E(x, t) = ⟨ψ0|(UnF )
†T (z)UnF |ψ0⟩+ ⟨ψ0|(UnF )

†T (z̄)UnF |ψ0⟩, (7.20)

with z = e2πix/L. In order to evaluate the stroboscopic time evolution of the
chiral and antichiral components of the energy-momentum tensor in Heisenberg
picture, we can use the fact that both of these components are quasi-primary
fields, such that their time evolution can be encoded in a Möbius transformation
according to (7.19). In particular, we find that the chiral part T (z) transforms
as

(UnF )
†T (z)UnF =

(
2π

L

)2 (∂z̃n
∂z

)2

T (z̃n) +
c

12
{z̃n, z}. (7.21)

where {z̃n, z} stands for the Schwarzian derivative associated to the Möbius
map (7.7). However, using the fact that Schwarzian derivatives are zero for
any Möbius transformation, this term vanishes. Following similar lines the
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stroboscopic transformation for the antichiral part T (z̄) can be computed. The
last step is to evaluate the equilibrium one-point functions ⟨T (z̃n)⟩ and ⟨T (¯̃zn)⟩
for a specific choice of initial state |ψ0⟩. In particular, such a one-point function
is zero if the initial state is the ground state of the homogenous Hamiltonian
H0. One can thus consider the initial state to be a primary state, and use
conformal Ward identities to evaluate the one-point function of the stress tensor,
or consider the ground state |G⟩ of H0 with open boundary conditions. In the
latter case, the one-point function can be evaluated by mapping the complex
plane with a branch cut on the real positive axis to the upper-half plane,
using the map z 7→

√
z, and similarly for the anti-holomorphic coordinates.

On the upper-half plane, scale invariance constrains the one-point functions
of the stress tensor to be zero, ⟨T ⟩ = ⟨T ⟩ = 0, and thus the only non-zero
contribution comes from the Schwarzian derivative term picked up by the
square root transformation, i.e.,

⟨G|T (z)|G⟩ = {z,
√
z} =

c

32z2
. (7.22)

We can finally combine (7.21) and (7.22) to find the stroboscopic evolution of
the energy density,

E(x, t) =

(
2π

L

)2 c

32

[
z2

(anz + bn)2(cnz + dn)2
+

z̄2

(anz̄ + bn)2(cnz̄ + dn)2

]
.

(7.23)

Depending on the classification of the one-cycle Floquet map, the energy density
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Figure 7.3: Time evolution of the energy density E(x, t) for different stroboscopic
times (from dark to light blue) in (a) the non-heating phase, where
energy density oscillates through the system and in (b) the heating
phase, where energy accumulates at two spatial positions x∗ and L−x∗.

behaves in distinct ways. In the elliptic class, that defines the non-heating
phase, energy density oscillates throughout the system in a periodic fashion,
see Fig. 7.3(a). On the other hand, in the hyperbolic class, which defines the
heating phase, energy density decays exponentially at every point in space apart
from two points, x∗ = L/(2π)arg(γ2) and L− x∗, as illustrated on Fig. 7.3(b).
The formation of these two hotspots in energy will be interpreted in Sec. 7.4
as emergent Floquet horizons that absorb chiral and antichiral quasiparticles,
respectively. We note that the position x∗ is an emergent property of the
drive, and solely depends on the deformation profiles constituting the Floquet
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drive, as well as the driving parameters (T0/L, T1/L) through (7.18). This can
be understood from the flow of the one-cycle Floquet map (see Fig. 7.2(b)),
as the n-th iteration of the Floquet map tends to the stable fixed point γ1,
limn→∞ z̃n = γ1, leading the energy density to accumulate around the unstable
fixed point γ2 from (7.23). We finally note that at the phase transition, the
stable and unstable fixed point merge into a single fixed point through a
saddle-node bifurcation, leading to a single emergent fixed point at which
energy grows only quadratically, as expected for the parabolic class of Möbius
transformations.

We can further distinguish the heating and non-heating phases by integrating
the energy density (7.23) using the residue theorem, and obtain the total energy
E(t). One thus finds

E(t) =

∫ L

0
E(x, t)dx =

2π

L

c

16
(andn + bncn). (7.24)

Although this result holds for a particular choice of initial state, i.e., the ground
state of the uniform Hamiltonian with open boundaries, we stress that the
same time evolution would follow for arbitrary pure or thermal initial state,
irrespective of the choice of boundary conditions. The interested reader is
advised to consult Sec. 10.2 from Chapter 10 for a derivation of the energy
growth starting from a thermal initial state at temperature β−1. Depending
on the different phases classified by the one-cycle Möbius transformation, the
total energy displays radically different behaviours. In the non-heating phase,
the total energy is found to oscillate at an emergent periodicity given by

T = 2π
(T0 + T1)

| log ξ|
. (7.25)

On the other hand, the absorbed energy grows exponentially in time in the
heating phase, E(t) ∼ E0eΘH t, with a heating rate ΘH given by

ΘH =
| log ξ|

2π(T0 + T1)
. (7.26)

The order parameter for the phase transition is the periodicity T in the non-
heating phase and the heating rate ΘH in the heating phase. In fact, we can
show that the periodicity diverges as 1/|T − T∗|1/2 when going from the non-
heating to the heating phase, such that the phase transition is characterized by a
critical exponent of 1

2
. The same conclusion holds by studying the divergence of

the inverse heating rate when going from the heating to the non-heating phase.
We stress that this critical exponent is found to be universal, and generalizes
to any inhomogeneous Floquet drive. A general proof of this universal property,
for arbitrary choice of smooth deformations and arbitrary choice of periodic
driving sequence, is provided in Chapter 9. The two distinct time evolution of
the total energy, as well as the evolution at the phase transition are illustrated
on Fig. 7.4(a).

We now study the stroboscopic time evolution of the Loschmidt echo (or
fidelity) F(t) during the periodic drive,

F(t) = |⟨ψ0|ψ(t)⟩|2. (7.27)
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Figure 7.4: (a) Stroboscopic time evolution of total energy E(t = n(T0 + T1)). In
the heating phase (red), energy grows exponentially at a rate (7.26),
while in the non-heating phase (blue) it oscillates in time at a period
given by (7.25). At the phase transition, the energy grows quadratically
(orange). (b) Stroboscopic time evolution of the Loschmidt echo F(t) for
the same driving parameters.

As a warm-up, let us first compute the Loschmidt echo for a single quench with
the SSD Hamiltonian at t = 0, starting from a highest-weight excited state |Φ⟩
of H. The Loschmidt echo is then

F(t) = |⟨Φ|e−iHt|Φ⟩|2 (7.28)

Any highest-weight state |Φ⟩ can be written as an in-state generated by a
primary field ϕ(z, z̄) of conformal weights (h, h̄) acting on the SL(2,C) invariant
vacuum |0⟩ at τ → −∞, which corresponds to inserting the field at the origin of
the complex plane after applying the exponential mapping in the z coordinates,

|Φ⟩ = lim
z,z̄→0

ϕ(z, z̄)|0⟩. (7.29)

The computation then reduces to

⟨Φ|e−Hτ |Φ⟩ = lim
z1,z̄1→0

lim
z2,z̄2→0

z−2h
2 z̄−2h̄

2 ⟨0|ϕ
(
z−1
2 , z̄−1

2

)
e−Hτϕ(z1, z̄1)|0⟩.

We now insert the identity I = eHτ e−Hτ , and use the fact that |0⟩ is an
eigenstate of H, as L0|0⟩ = L±1|0⟩ = 0, therefore e−Hτ acting on |0⟩ gives a
phase irrelevant for the Loschmidt echo. By going to the z̃0(z) coordinates,
explicitly given by (8.4), we obtain

⟨Φ|e−Hτ |Φ⟩ = lim
z1,z̄1→0

lim
z2,z̄2→0

(
∂z̃0

∂z

∣∣∣∣
z1

)h(
∂ ¯̃z0

∂z̄

∣∣∣∣
z̄1

)h̄
× z−2h

2 z̄−2h̄
2

× ⟨0|ϕ
(
z−1
2 , z̄−1

2

)
ϕ(z̃0(z1), ˜̄z0(z̄1))|0⟩.

(7.30)
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Finally, ⟨0|ϕ
(
z−1
2 , z̄−1

2

)
ϕ(z̃0(z1), ˜̄z0(z̄1))|0⟩ is a simple two point function in

the z̃ coordinates, leading to

⟨Φ|e−Hτ |Φ⟩ = lim
z1,z̄1→0

lim
z2,z̄2→0

(
∂z̃0

∂z

∣∣∣∣
z1

)h(
∂ ¯̃z0

∂z̄

∣∣∣∣
z̄1

)h̄

×
z−2h
2∣∣∣z−1

2 − z̃0(z1)
∣∣∣2h

z̄−2h̄
2∣∣∣z̄−1

2 − ¯̃z0(z̄1)
∣∣∣2h̄ .

(7.31)

The limits can then be taken, giving the same result independently of their
order,

lim
z1,z2→0

z−2h
2∣∣∣z−1

2 − z̃0(z1)
∣∣∣2h = lim

z2→0

z−2h
2

|z−1
2 − α|2h

= 1. (7.32)

Therefore only the derivative terms contribute, whose limit give, after analytic
continuation to real time τ 7→ it,

F(t) =
1(

1 + π2t2

L2

)2(h+h̄) . (7.33)

We thus find a quadratic decay of the Loschmidt echo after the SSD quench. In
order to generalize the above derivation to the case of an sl(2) periodic drive,
we simply needs to replace z̃1(z) by z̃n(z). The result now reads

F(t) = ⟨Φ|UnF |Φ⟩ = |dn|
−4(h+h̄), (7.34)

at stroboscopic times t = n(T0+T1). By exploiting the properties of the Möbius
transformation in the different phases, we thus conclude that the Loschmidt
echo oscillates between one and a finite value in the non-heating phase with
periodicity T given by (7.25), signalling periodic revival of the initial state of
period T given by (7.25), while it decays exponentially in the heating phase
with the heating rate ΘH given by (7.26). These two distinct time evolution of
the Loschmidt echo, as well as the quadratic decay of the echo at the phase
transition, are illustrated on Fig. 7.4(b). This exponential loss of information
on the initial state may signal that the system effectively enters an ergodic
phase. We will however show that the integrable structure of CFTs prevent
such an ergodicity to take place, even in the heating phase.

7.4 curved light-cones and emergent floquet horizons

Conformal field theories being gapless theories in the limit of infinite system
size L→∞, they support gapless quasiparticles that propagate through the
system at the Fermi velocity v. In particular, quenching the system by starting
from a massive state, such as a boundary state, and letting such state evolve
with a uniform Hamiltonian H0 =

∫∞
−∞ T00(x)dx from t = 0 leads to a linear

growth of entanglement entropy SA(t) in time, and then a saturation to a
steady state value determined by the size of A, as discussed in Sec. 4.2. An
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intuitive way to understand this picture is to assume that the perturbation
at time t = 0 produces pairs of entangled quasiparticles, with a chiral and
an antichiral quasiparticle propagating at v in opposite direction, such that
the linear growth of SA(t) is contributed by pairs of quasiparticles emitted
in A, such that one quasiparticles leaves A before its entangled partner. The
steady state value of entanglement entropy after the quantum quench is reached
when all emitted pairs of quasiparticles are in the complement B, see Sec. 4.2.
However, this quasiparticle picture holds assuming that the Fermi velocity is
uniform and does not vary over the whole system, which will typically not be
true for disordered systems. Describing these disordered effects on a critical
system is a difficult task, as it can move the theory away from its critical point,
for instance with a spatially dependent Luttinger parameter K(x) in a free
boson theory. In this chapter we consider a simplified approach to take into
account such effects by considering an inhomogenous quantum quench with a
post-quench Hamiltonian of the form H =

∫∞
−∞ v(x)T00(x)dx. In this case, the

Fermi velocity becomes position dependent, v = v(x), and quasiparticles can be
shown to propagate along the lightlike geodesics of the Lorentzian spacetime
metric

ds2 = dx2 − v(x)2dt2. (7.35)

In other words, by using the fact that in a (1+1)-dimensional spacetime all null
curves ds2 = 0 are lightlike geodesics, the trajectory of chiral and antichiral
quasiparticles emitted at time t0 follow

t− t0 = ±
∫ x

x0

1

v(x′)
dx′, (7.36)

where + (−) stands of chiral (antichiral) quasiparticles. As a first example

t

x

t

xx0 x0

1/v
1/v(x)

Homogeneous Inhomogeneous

Figure 7.5: spacetime propagation of the chiral and antichiral quasiparticles in
(a) an homogeneous critical system with Fermi velocity v, and (b) an
inhomogeneous system with a spatially dependent Fermi velocity v(x).
We note the emergence of curved light-cone propagation of quasiparticles
following the geodesics (7.36).

of the emergence of curved light-cones, we consider a quantum quench at
time t = 0 with an sl(2) deformed Hamiltonian with velocity v(x) = 1 −
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1
2
tanh(2θ) cos(2πx/L). In this case the geodesics can be explicitly computed,

leading to

t = ±
∫ x

x0

dx′
1

1− tanh 2θ cos 2πx
L

= ±
L cosh 2θ

π

(
tan−1

(
e2θ tan

πx

L

)
− tan−1

(
e2θ tan

πx0

L

))
(7.37)

The resulting curved-light cones can be probed by computing dynamical two-
point functions of any primary field ϕ(z, z̄) of conformal weight (h, h̄),

G(x0, x; t) = ⟨0|ϕ(x0, 0)ϕ(x, t)|0⟩. (7.38)

This two-point function can be computed explicitly by using the general ap-
proach outlined in Sec. 7.2, and encoding the time evolution of primary fields
through change of Möbius conformal maps z̃. This leads to the result. It is
straightforward to show that the poles of (7.38) are given by

x±(t) =
L

π
tan−1

(
e−2θ tan

(
±

πt

L cosh (2θ)
+ tan−1

(
e2θ tan

πx0

L

)))
, (7.39)

which coincide with the light-like geodesics of the curved spacetime (7.37).
The agreement is further illustrated on Fig. 7.6 for a particular value of θ.
We stress that the curved spacetime (7.35) is not merely a wrong choice of

Figure 7.6: Dynamical two-point function G(x0, x; t) for the sl(2) deformation
v(x) = 1 − 1

2 tanh(2θ) cos(2πx/L), with θ = 0.6, L = 1, and peri-
odic boundary conditions. The red dashed curves are the geodesics of
the associated spacetime metric, explicitly given by (7.39). We observe
recurrences in the time evolution of a period of L/c(2), inherited from
the level spacing of the deformed Hamiltonian.

coordinates to describe the problem. In fact, while all metrics in (1 + 1)-
dimensional spacetimes are related to the flat Minkowski metric via a conformal
transformation, g̃ = e−2σ(x,t)g, the Ricci scalar encoding the curvature is not
invariant under such transformations:

R̃ = e−2σ(x,t)

[
R+ 2

(
∂2σ

∂t2
+
∂2σ

∂x2

)]
. (7.40)
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In particular, in our concrete example the Ricci scalar isR = 8π2

L2

cos 2πx
L

cos 2πx
L

−coth 2θ
,

which diverges at x = 0 in the SSD limit θ →∞, reflecting the fact that the
velocity goes to zero at this point, leading to an infinite time for information
to propagate through it.

We will now derive the stroboscopic spacetime metric for the Floquet drive
defined at stroboscopic times. We are interested in finding some coordinates z̃n
in which the effective metric describing the n-cycle Floquet drive is conformally
flat, and then going back to the original coordinates (x, τ) to get the expression
of the metric. Such coordinates are called isothermal coordinates and always
exist in (1 + 1)-dimensional spacetimes. For the Floquet drive, they are given
by the effective Möbius transformation (7.19), so that the metric reads

ds2 = e−2σ(x,τ)dz̃nd¯̃zn. (7.41)

Introducing the real and imaginary parts of z̃n
ũn(x, τ) = Re(z̃n) =

ancn+bndn+(andn+bncn) cos ( 2πx
L )

c2n+d2n+2cndn cos ( 2πx
L )

,

ṽn(x, τ) = Im(z̃n) =
(andn−bncn) sin ( 2πx

L )
c2n+d2n+2cndn cos ( 2πx

L )
.

The effective metric reads e2σ(x,τ)ds2 = dũ2n + dṽ2n. It is now straightforward
to apply the change to (x,τ) coordinates. After some computations, the metric
takes the familiar form, after analytic continuation:

dz̃nd¯̃zn = e2σ(x,τ)
(
dx2 − g(x)dt2 + 2h(x)dxdt

)
. (7.42)

The value we find for g(x) and h(x) are then given by (7.43) and (7.44)

g(x) = ζ2
2∏
i=1

[
1 + γ2i − 2γi cos

(
2πx

L

)]
, (7.43)

h(x) = iζ(γ1γ2 − 1) sin

(
2πx

L

)
, (7.44)

where ζ = − L
2πi

1
(T0+T1)

log(ξ)
(γ1−γ2) , and as before ξ is the multiplier of the Möbius

transformation, which is a complex exponential in the non-heating phase and
a real exponential in the heating phase, and γ1, γ2 are the two fixed-points
of the 1-cycle Möbius transformation. After analytic continuation, both g(x)
and h(x) are real-valued functions. The Weyl prefactor e2σ(x,τ) is a positive
number before analytic continuation,

e2σ(x,τ) =

(
2π

L

)2 ∂z̃n

∂z

∣∣∣∣
z1

∂ ¯̃zn

∂z̄

∣∣∣∣
z̄1

. (7.45)

Inverting the Weyl transformation, the metric in the original coordinates (x, t)
is thus

ds2 = dx2 − g(x)dt2 + 2h(x)dxdt. (7.46)

In particular we note the following fact concerning isothermal coordinates:
the correlation functions in curved spacetime coordinates (x, τ) are related to
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correlation functions in conformally flat spacetime in the isothermal coordinates
(ũn, ṽn) by the formula [124, 139]:

⟨ϕ(x, τ)ϕ(x0, 0)⟩ = e2hσ(x0,0)e2hσ(x,τ)⟨ϕ(z̃n, ¯̃zn)ϕ(z̃0, ¯̃z0)⟩flat. (7.47)

The correlation function ⟨ϕ(z̃n, ¯̃zn)ϕ(z̃0, ¯̃z0)⟩flat is just a correlation function
evaluated in usual flat spacetime. In the case of periodic boundary conditions,
this is simply the usual two-point correlator of primary fields,

⟨ϕ(z̃n, ¯̃zn)ϕ(z̃0, ¯̃z0)⟩flat =
1

(z0 − z̃n)2h
1

(z̄0 − ¯̃zn)2h
. (7.48)

Putting this equation together with (7.45) in (7.47), we obtain the dynamical
two-point function evolution,

⟨0|ϕ(x, t)ϕ(x0, 0)|0⟩ =
(
2π

L

)4h
[
∂z̃n

∂z

∣∣∣∣
z1

∂ ¯̃zn

∂z̄

∣∣∣∣
z̄1

]h
1

(z0 − z̃n)2h
1

(z̄0 − ¯̃zn)2h
,

(7.49)

from our curved spacetime approach. The dynamical two-point correlator is
shown on Fig. 7.7 for both the heating and the non-heating phases. The null

Figure 7.7: CFT two-point function |⟨ϕ(x, t)ϕ(x0, 0)⟩| for the Floquet drive (L = 80,
x0 = 31, colorbars in log scale). (a) Heating phase (T0 = T1 = 34). The
excitations are attracted by two black hole horizons at x∗ and L− x∗.
(b) Non-heating phase (T0 = T1 = 25). The dynamics is pseudo-periodic.
In both cases, the dashed curves are the null-geodesics of the curved
stationary metric, explicitly given by (7.50).

geodesics of this (1 + 1)-dimensional spacetime are uniquely determined by the
condition ds2 = 0. Thus they are the solutions of the equation 2h(x(t))ẋ(t) +
ẋ2(t)− g(x(t)) = 0:

±t(x) =
∫ x

x0

dx′
1√

h(x′)2 + g(x′)∓ h(x′)
. (7.50)

Then the local group velocity of the excitations is v(x) = h(x)∓
√
h(x)2 + g(x),

where the sign corresponds to chiral and anti-chiral excitations. The expres-
sion (7.46) is not time-reversal invariant because of the dxdt term. Only if
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γ1γ2 = 1, h(x) = 0 and the system is time-reversal invariant. This can be
fulfilled by starting the drive in a symmetric way. For concreteness, we shift
the origin of time by T0

2

H(t) =



H0 0 < t < T0
2
,

H1
T0
2
< t < T0

2
+ T1,

H0
T0
2

+ T1 < t < 3T0
2

+ T1,

etc.

(7.51)

The associated 1-cycle Möbius transformation is therefore given by the equation

z̃1 =

(
1 + πτ1

L

)
e

πτ0
L z − πτ1

L

πτ1
L
z +

(
1− πτ1

L

)
e−

πτ0
L

. (7.52)

It is interesting to compare (7.52) and (7.15). The coefficients a and d are
the same as in the non symmetric case, but not b and c. Furthermore bc
is unchanged. Thus, looking at the definitions of the fixed points and the
multiplier, this only redefines the denominators of γ1 and γ2, and keeps the
multiplier ξ invariant. It can then be shown that γ1γ2 = 1. Furthermore in the
heating phase |γ1| = |γ2| = 1, therefore in the time-reversal symmetric situation
γ1 = γ∗2 , whereas in the non-heating phase, γ1 and γ2 are both real and inverse
of each other. In this case, the metric is simplified to ds2 = dx2 − g(x)dt2.
Applying the time-reversal condition, one finds that

v(x) = [g(x)]1/2 =
1

2πi

L log(ξ)

(T0 + T1)

(
1 + γ21 − 2γ1 cos

2πx
L

)
γ21 − 1

. (7.53)

This is the effective velocity of the excitations. In the heating phase their
local group velocity goes to 0 at two points, which are found to be x∗ =

L
2π

arccos

(
1+γ21
2γ1

)
and L − x∗. After analytic continuation, it can be shown

that x∗ = L
2π

arccos(cos πT0
L

+ L
πT1

sin πT0
L

). Thus x∗ ∈ [0, L
2
] in the heating

phase, and x∗ is a complex number in the non-heating phase, therefore the
velocity never goes to 0. Thus the heating phase at these two points, the
velocity of the excitations vanishes, meaning that their wordlines, following
null geodesics of the metric, will tend to one of these two points. We rewrite
the metric in the heating phase in terms of the horizon x∗. We first notice that

as cos
(

2πx∗
L

)
= 1

2

γ21+1

γ1
, then the effective deformation is rewritten directly in

terms of the horizon

v(x) = A

1−
cos
(
2πx
L

)
cos
(

2πx∗
L

)
 , (7.54)

with A =
1+γ21
γ21−1

1
2πi(T0+T1)

L log(ξ). Using trigonometric formulae, this leads to

the desired form of the velocity

v(x) = 2A
sin
[
π
L
(x− x∗)

]
sin
[
π
L
(x+ x∗)

]
cos
(

2πx∗
L

) , (7.55)
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The effective metric can now be easily expressed in terms of the horizon x∗

ds2 = −4A2
sin2

[
π
L
(x− x∗)

]
sin2

[
π
L
(x+ x∗)

]
cos2

(
2πx∗
L

) dt2 + dx2. (7.56)

This form is still hard to interpret in terms of black hole metric. However, by
doing an expansion around one of the two horizons, i.e., around x∗ or L− x∗,
and keeping only the lowest order contribution, only the contribution from one
of the horizons should matter and the metric should be simpler. Therefore we
expand the expression (7.56) around x∗. At leading order in x− x∗, we may
simplify

sin2
[ π
L
(x− x∗)

]
sin2

[ π
L
(x+ x∗)

]
≈
π2

L2
(x− x∗)2 sin2

(
2πx∗
L

)
. (7.57)

The metric finally simplifies to

ds2 = −4A2 tan2
(
2πx∗
L

)
π2

L2
(x− x∗)2dt2 + dx2. (7.58)

This metric is known as the Rindler metric, which describes an accelerated frame
transformation of the flat Minkowski metric. Writing C2 = 4A2 tan2

(
2πx∗
L

)
π2

L2 ,

the metric reads ds2 = −C2(x − x∗)2dt2 + dx2. One can now introduce the
following coordinate change: C

2
(x− x∗)2 = (y − x∗). In the new coordinates,

the metric reads

ds2 = −2C (y − x∗) dt2 +
1

2C

1

(y − x∗)
dy2. (7.59)

This is a particular form of a black-hole metric in (1 + 1) dimensions [140–
142]. Thus expanding our spacetime effective metric around one of the two
horizons gives (at leading order) a metric containing an emergent Floquet
horizon at x = x∗. One can perform a similar calculation for the second Floquet
horizon by expanding the metric around L− x∗, to get similar results: ds2 =
−2C [y − (L− x∗)] dt2 + 1

2c
1

[y−(L−x∗)]dy
2. The emergence of such black hole

horizon in the stroboscopic trajectories of quasiparticles from the dynamical two
point correlator is shown on Fig. 7.7(a). In particular, the Hawking temperature
associated to such horizons is readily found to be given by the heating rate ΘH
given by (7.26).

7.5 effective hamiltonian

While in general driven systems fully break time translation symmetry, peri-
odically driven system only break it down to a discrete subgroup. Because of
this, the full stroboscopic time evolution of a Floquet systems can be seen as a
quantum quench with an effective Hamiltonian, called Floquet Hamiltonian,
HF , and defined as [see also (2.21)]

UF = T e−i
∫ T
0 dt′H(t′) = e−iHF T , (7.60)

for any generic Floquet drive of period T . While the knowledge of the Floquet
Hamiltonian can greatly help to classify a given Floquet problem, finding the
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Floquet Hamiltonian in general is a difficult task. In the case of sl(2) drives, the
Floquet Hamiltonian could be obtained by capitalizing on the su(1, 1) symmetry
of the problem. By construction HF takes the general form

HF =

∫ L

0
[v−eff(x)T (x) + v+eff(x)T (x)]dx, (7.61)

where the effective Floquet velocities for the chiral and antichiral parts can in
general be different. The derivation of the emergent stroboscopic spacetime
metric of the previous section provides us with the effective Floquet velocities.
For a generic drive, they are given by

v±eff(x) = 2LΘH
sin[ π

L
(x∓ x∗,1)] sin[ πL (x∓ x∗,2)]
sin[ π

L
(x∗,1 − x∗,2)]

, (7.62)

where x∗,1 is the stable and x∗,2 the unstable fixed point of the one-cycle
Floquet map, i.e., x∗,i = L

2πi
log γi. The emergence of the horizons thus becomes

transparent in the effective Hamiltonian in the heating phase. We note that the
effective Hamiltonian HF bears similarities with the entanglement Hamiltonian
of CFTs [143]. Alternatively, we decompose these effective velocities in Fourier
space to write the Floquet Hamiltonian as

HF = σ0L0 + σ+L+ + σ−L−, (7.63)

with the coefficients given by

σ0 =
i

T0 + T1

log ξ

(γ1 + γ2)γ1 − γ2
,

σ+ = −
i

T0 + T1

log ξ

(γ1 + γ2)γ1 − γ2
(γ1γ2 + 1),

σ− = −
i

T0 + T1

log ξ

(γ1 + γ2)γ1 − γ2
(γ1γ2 − 1), (7.64)

and σ̄0 = σ0, σ̄+ = σ+, σ̄− = −σ−. The algebraic classification of the Floquet
problem thus becomes transparent in this formalism: the sign of the quadratic
Casimir c(2) associated to HF provides the stability of the phase. The different
classes of Floquet Hamiltonians are thus given by the co-adjoint orbits of the
SL(2,R) group, as illustrated on Fig. 7.8. The non-heating phase corresponds
to a Floquet Hamiltonian with invariant in the elliptic class, the heating phase
to an invariant in the hyperbolic class, and the phase transition in the parabolic
class. In particular, the Möbius map encoding the continuous time evolution of
primary fields after a quantum quench with HF is given by

z̃i(t) =
αzi + β

β∗zi + α∗ ,
˜̄zi(t) =

αz̄i + β

β∗z̄i + α∗ , (7.65)

with α, β given by

α = cosh[πΘH t] + sgn(log ξ)
γ1 + γ2

γ1 − γ2
sinh[πΘH t],

β = −sgn(log ξ)
2γ1γ2

γ1 − γ2
sinh[πΘH t]. (7.66)
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Figure 7.8: The three different types of co-adjoint orbits of the group SL(2,R):
The blue manifold corresponds to negative quadratic Casimir invariant,
c(2) < 0, and belongs to the elliptic class. The orange “light-cone”
manifold corresponds to c(2) = 0, and is the parabolic class. The red
manifold is belongs to the hyperbolic class, c(2) > 0. A point on a given
manifold can be brought to any other point of the same manifold via
actions of the SL(2,R) group.

We note that in the time-reversal symmetric situation, the effective velocities
of both the chiral and antichiral sectors coincide,

veff(x) = v+eff(x) = v−eff(x) = 2LΘH
sin[ π

L
(x− x∗)] sin[ πL (x+ x∗)]

sin[ 2πx∗
L

]
. (7.67)

Despite the apparent difference between the symmetric and non-symmetric
cases, we now present a simple quasiparticle picture that unifies both protocols
from a Floquet Hamiltonian standpoint, as illustrated on Fig. 7.9. In the non-
symmetric case, two distinct fixed points emerge for each sector: a stable and
an unstable fixed points. At the unstable fixed point, quasiparticles are getting
repelled as the sign of the deformation changes (quasiparticles of the same
chirality but at different positions x1 and x2, such that v+(x1) < 0 < v+(x2),
propagate in opposite directions), while they get attracted at the stable fixed
point, leading to a chiral emergent horizon. The same mechanism leads to an
anti-chiral horizon at a symmetric position, see Fig. 7.9(a). In the time-reversal
symmetric case, the unstable fixed point of the chiral sector merges with the
stable fixed point of the anti-chiral sector and vice-versa as shown on Fig. 7.9(b),
which again leads to two emergent Floquet horizons. An important difference
between these two effective description of the Floquet drive is that the Floquet
Hamiltonian in the non-symmetric case carries a non-zero momentum, i.e.,
T − T ̸= 0, leading to asymmetric quasiparticle propagation. In this case the
effective velocity profiles can have a different sign between the two chiralities,
leading to a propagation of chiral and anti-chiral quasiparticles in the same
direction, despite the boundaries being periodic and the two sectors thus being
uncoupled. This emergent phenomena of the Floquet drive is however forbidden
for time-reversal symmetric drives, and is a direct consequence of the zero net
momentum carried by the Floquet Hamiltonian in this case.
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Figure 7.9: Quasiparticle picture for a quench with the sl(2) Floquet Hamiltonian.
(a) The Floquet Hamiltonian HF for a non-time-reversal symmetric
drive leads to different components v−eff(x) and v+eff(x) for chiral and
anti-chiral sectors, see (7.61), as illustrated with the blue and red curves.
In this case the Floquet velocities for both sectors are distinct, leading
to two distinct fixed points for each chirality: one acts as a quasiparticle
source and one as a sink. This leads to the emergence of two Floquet
horizons at symmetric positions. (b) The Floquet Hamiltonian HF for
a time-reversal symmetric drive. In this case both Floquet velocities
coincide, and are given by (7.67), such that the unstable fixed point of
the chiral sector is the stable fixed point of the antichiral sector and
vice-versa.





8QUAS IPER IOD ICALLY DRIVEN INHOMOGENEOUS
CR IT ICAL SYSTEMS

8.1 introduction

In this chapter, we study heating in a system with broken time and space
translation symmetry. We uncover (i) a fractal phase diagram with lines of
vanishing heating surrounded by regions of very slow heating and (ii) heating
phases with a particular structure of hot-spots where the energy density increase
nucleates. The latter finding demonstrates that even a heating regime can
support non-trivial emergent structures as a system is driven towards the
infinite-temperature fixed point. Our system breaks translation symmetry in
space via a smooth deformation of hopping parameters, rather than short-
range correlated disorder, and in time due to a quasiperiodic drive, which has
also been in the focus of several other recent works that study (the absence
of) heating [144–148]. Our quasiperiodic drive sequence is generated by a
deterministic recursion relation that does not contain any periodic pattern.
Such a protocol is inspired from quasi-crystals with a quasi-periodicity in space
which have been intensively studied in the past [149, 150]. More precisely,
here we study a protocol that alternates between homogeneous CFT and SSD
according to the celebrated Fibonacci sequence. This results in an exactly
solvable quasi-periodically driven interacting model.

Focusing on the evolution of the total energy and the Loschmidt echo, as in
Chapter 7, we show that the energy (almost) always increases exponentially at
large times while the Loschmidt echo decays exponentially. Both quantities are
controlled by the same rate, called the Lyapunov exponent λL. Thus, the system
generically and unsurprisingly heats up. However, we find that this happens
with a remarkably broad range of heating rates, depending on the parameters of
the drive. We observe fast heating areas analogous to the Floquet setup, as well
as regions where the heating rate is very slow, with λL close to zero. Moreover,
there exists a region of the parameter space where λL is exactly zero, so that
the system escapes heating even at infinite times, but this region has a Cantor
set fractal structure of zero measure. Forming a measure zero subspace, these
regions are not directly accessible in the SSD case. However, they are evidenced
by very slow heating neighborhoods in parameter space which remain non-
heating for all experimentally and physically relevant time scales. We further
show that quasiperiodic sequences with Hamiltonian deformations belonging
to the elliptic class of the sl(2) subalgebra of the Virasoro algebra lead to a
direct access to such non-heating regions.

8.2 fibonacci word as quasiperiodic drives

In this chapter we consider a specific type of quasiperiodic driving sequence
inspired from the one-dimensional Fibonacci quasicrystals (see Sec. 8.4). More
specifically, as in the previous chapter, we consider a spatial deformation of a
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generic homogeneous (1 + 1)-dimensional CFT with central charge c and of
spatial extent L, defined by the Hamiltonian,

H[f ] =

∫ L

0
dxv(x)T00(x), (8.1)

where T00(x) is the energy density of the CFT. As in the previous chapter, we
will restrict to the sl(2) subalgebra of the full Virasoro algebra. In the periodic

T̃

T

time

H

H̃

U2
U3

U4
U5

U6

U1

H̃

H

L

Figure 8.1: Top: Uniform Hamiltonian H and the SSD Hamiltonian H̃ Bottom: Fi-
bonacci quasiperiodic drive. The time evolution follows the relation (8.2).
At every Fibonacci step n, the time evolution involves Fn+1 unitary
operators, comprising Fn−1 times U0 and Fn times U1.

case studied in Chapter 7, we have seen that the classification of Möbius
transformations which encode the time evolution of primary fields over one
period gives rise to a phase diagram comprising both heating and non-heating
phases. On the other hand, in the limit of a purely random drive, the system
was shown to lead to always heat up [132]. A natural question is what happens
in the intermediate case, where the driving protocol is neither periodic nor
completely random - i.e., the case of quasiperiodic driving where the drive
is determined by a recursion relation, but for which one cannot extract any
periodic pattern. We will address this question in the present chapter, for a
particular choice of a quasiperiodic driving sequence, although the argument
can be repeated to other examples of such a sequence [131]. In particular, a
canonical choice for such a sequence is the Fibonacci driving, where the relevant
recursion relation which determines the driving sequence is the Fibonacci word,
defined in the context of quasicrystals as [144, 145]

Un+2 = UnUn+1. (8.2)

As the Fibonacci word defines a binary sequence, we will pick two driving
Hamiltonians defining the building blocks of the quasiperiodic drive: the uniform
Hamiltonian H, and the SSD Hamiltonian H̃, both defined in Chapter 7.
Furthermore, we will pick the initial conditions U0 = e−iT̃ H̃ and U1 = e−iTH ,
where T and T̃ are the periods of the stroboscopic steps with respectively H
and H̃. Denoting the pulse associated to H as A and the pulse associated to H̃
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as B, the first few terms in the driving sequence are ABAABABAABAAB...,
as illustrated on Fig. 8.1. Such a drive is fully characterized by ony three
parameters: (T, T̃ , L). In particular, the number of unitary operators at the
step n is given by Fn−1 for U0 and Fn for U1, where Fn is the n-th Fibonacci
number, giving Fn+1 unitary operators at the step n. Therefore, the number
of operators at the step n grows exponentially with n; for large n, Fn scales
as Φn

√
5
, where Φ = 1+

√
5

2
is the Golden ratio. For practical purposes, we also

introduce a “stroboscopic” time which counts the unitary operators one by one,
that we denote by N . One way to count the evolution operators one by one is
to introduce ν(N) ∈ {0, 1}, with ν(N) = ⌊(N + 1)Φ⌋ − ⌊NΦ⌋ − 1. If ν(N) = 0,
the unitary operator which appears at step N is U0, and if ν(N) = 1 the
unitary operator at step N is U1. The main question is to understand whether a
non-heating region can still survive in the quasiperiodic drive, or if only heating
will exist as in the random case. An apparent difficulty in determining the
existence of a non-heating regime for the quasiperiodic drive is the dynamics is
not only encoded in a stroboscopic Hamiltonian as time-translation symmetry
is fully broken and not discrete time-translation symmetry survives.

8.3 fine structure of heating

The time evolution under the quasiperiodic drive is obtained in a similar way
as for the periodic case: we first note that in the Heisenberg picture, the
time evolution of any primary field Φ(x, T̃ ) = eiH̃T̃Φ(x, 0)e−iH̃T̃ amounts to
a simple conformal mapping. This can be seen by: (i) rotating to imaginary
time t→ τ and (ii) mapping the spacetime manifold to the complex plane with

the exponential mapping z = e
2π(τ+ix)

L and finally, (iii) using the fact that
the time evolution is encoded in a particular conformal transformation of the
complex plane, denoted z̃0(z). Following this procedure, the full time evolution
of the primary field Φ of conformal weight h = h̄ is given by

Φ(x, τ̃) =

(
2π

L

)2h (∂z̃0
∂z

)2h (∂ ¯̃z0
∂z̄

)2h

Φ(z̃0, ¯̃z0), (8.3)

with z̃0(z) given by a simple Möbius transformation

z̃0(z) =
(1 + πτ̃

L
)z − πτ̃

L
πτ̃
L
z + (1− πτ̃

L
)
. (8.4)

Similarly, the time evolution, with respect to H is a simple dilation in the com-
plex plane, such that in (8.3), z̃0 → z̃1 = e

2πτ
L z. Consequently, the Fibonacci

time evolution with the Fibonacci quasiperiodic drive amounts to composing
the conformal mappings z̃1(z) and z̃0(z) following the recursion relation (8.2)

z̃n+2(z) = z̃n ◦ z̃n+1(z). (8.5)

Equivalently, time evolution with the stroboscopic time N can also be obtained
via the recursion relation

z̃N (z) = z̃ν(N) ◦ z̃N−1(z). (8.6)

The group properties of the invertible Möbius transformations directly imply
that z̃N is also a Möbius transformation for any step N . We can then intro-
duce the matrices MN with unit determinants associated to the conformal
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transformations z̃N , such that the stroboscopic time evolution amounts to
a sequential multiplication of SL(2,C) matrices with the recursion relation
MN =Mν(N)MN−1, and for the Fibonacci times n such that N = Fn+1, the
relation is Mn+2 =MnMn+1 where

M0 =

(
1 + iπT̃

L
− iπT̃

L
iπT̃
L

1− iπT̃
L

)
, M1 =

(
eiπT/L 0

0 e−iπT/L

)
,

and the general matrix after N steps is denoted by

MN =

(
αN βN

γN δN

)
. (8.7)

Figure 8.2: Phase diagram obtained from the Lyapunov exponent (Eq. (8.10)) for the
Fibonacci drive. The high frequency regime around point (a) corresponds
to non-heating phases whereas the bright regions, for instance around
point (c), correspond to heating phases. For clarity, only two Cantor
lines where the Lyapunov exponent is strictly zero are shown in this
phase diagram. To elucidate the fractal structure of the phase diagram,
we zoom successively across a representative horizontal cut indicated by
the red dashed lines. As we approach the Cantor points embedded in
this cut, the system starts to manifest slow heating concomitant with
an increasing stroboscopic delocalization of the quasiparticle excitations.
The three marked points marked (a),(b) and (c) represent these three
regimes and will be extensively discussed in the rest of the chapter.

To diagnose heating in this quasiperiodic problem, we compute the time
dependent energy density, E(x, t) = ⟨ψ(t)|T00(x)|ψ(t)⟩, where |ψ(t)⟩ is the time
evolved ground state |G⟩ under the quasiperiodic drive. We choose our initial
state |G⟩ to be the ground state of the uniform CFT H with open boundary
conditions. Such a state is in general not an eigenstate of H̃, and therefore
the time evolution under the drive is non-trivial. For the sake of clarity, we
now consider the case T = T̃ . Using boundary CFT techniques, as outlined in
Chapter 7, the total energy E(t) =

∫ L
0 dxE(x, t) computed at stroboscopic times
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t = NT , depends solely on the matrix MN and takes the following explicit
form,

E(t = NT ) =
πc

8L

αN δN + βNγN

αN δN − βNγN
, (8.8)

where c is the central charge of the CFT.
Another quantity of interest is the Loschmidt echo F(t), as a measure of

revival/coherent evolution in the system. It is determined by the overlap between
the initial ground state |ψ(0)⟩ = |G⟩, and its time evolved counterpart |ψ(t)⟩,
F(t) = |⟨ψ(0)|ψ(t)⟩|2 and can be easily accessed in the context of boundary-
driven CFTs [58]. For any |G⟩ = limz,z̄→0 Φ(z, z̄)|0⟩, where Φ(z, z̄) is a primary
field of the boundary theory with conformal weights (∆, ∆̄), and |0⟩ being the
SL(2,C) invariant vacuum, one obtains (see Chapter 7):

F(t = NT ) = |δN |−4(∆+∆̄) (8.9)

As we will show later, E(t) and F(t) are formally related and this will help a
clear characterization of the physics induced by quasiperiodic driving. We note
that the conformal weights (∆, ∆̄) of the primary field generating the ground
state with open boundary conditions does not appear in the expression of the
energy (8.8). This is a consequence of the fact that ⟨G|T (z)|G⟩H evaluated on
the upper-half plane H, or equivalently on the unit disk vanishes because of
rotational symmetry[72].

As in dynamical systems [151], the growth of stroboscopic total energy or
the decay of the Loschmidt echo for a quasiperiodic drive can be characterized
by a Lyapunov exponent λL defined by (see [152] for a review on Lyapunov
exponents)

λL = lim
N→∞

1

N
logTr(MN )2. (8.10)

Equivalently, the corresponding exponent for the Fibonacci time reads λL =
limn→∞ 1

Fn+1
logTr(Mn)2. As we will show, if the Lyapunov exponent λL > 0,

then the system will heat, and the heating rate is precisely given by λL. Since the
structure of the matrix M is known, the Lyapunov exponent can be numerically
computed for all T, T̃ , for a sufficient large number of iterations N . For the
Fibonacci quasiperiodic drive, the Lyapunov exponent traces the phase diagram
shown in Fig. 8.2. Different regions emerge, some of them correspond to a
strong heating with high Lyapunov exponent, whereas other regions display
a fractal structure and rather small values of the Lyapunov exponent. This
raises the following questions: are these two regions heating and if yes, are they
heating the same way? To answer these, we explicitly compute the stroboscopic
evolution of the total energy E(t) and the Loschmidt echo F(t) using Eqs. (8.8)
and (8.9).

First, note that in Eq. (8.7), αN = δ∗N as MN ∈ SL(2,C) and because of
the form of M0 and M1. Parametrising αN = RNe

iϕN , we obtain Tr2(MN ) =
4R2

N cos2(ϕN ) and the constraint that MN has a unit determinant implies,
αN δN − βNγN = 1, and αN δN + βNγN = 2|αN |2 − 1 = 2R2

N − 1. Using these
relations, the stroboscopic energy E(t = NT ) defined in Eq. (8.8) satisfies,

Tr(MN )2 =

[
16L

πc
E(NT ) + 2

]
cos2(ϕN ). (8.11)
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(a1) (b1) (c1)

(a2) (b2) (c2)

Figure 8.3: Top: Flow of the conformal mapping z̃N when driven by the Fibonacci
sequence with T = T̃ for upto N = 1000 and L = 100. With reference
to the phase diagram: (a1) T = 1, in the high-frequency regime the
system escapes heating and such a flow is dense on the unit circle. (b1)
T = 55.101, in the slow heating regime, the excitation alternate between
a large number of recurring regions. (c1) T = 78, as the system strongly
heats up, the excitations localize in the system and z̃N only has a few
recurring points. Bottom: Stroboscopic time evolution of the logarithm of
the total energy E(t = NT ), as a function of the number of iterations N .
(a2) in the non-heating high-frequency regime the energy only oscillates,
(b2) in the fractal regime the energy fluctuates and increases very slowly
and (c2) in the heating regime the energy grows exponentially fast with
minimal fluctuations. The red dashed lines correspond to the heating
rates of the exponentially growing energy at long time, and is given by
the Lyapunov exponent (8.10).
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Similarly, the Loschmidt echo Eq. (8.9) can also be simplified and we obtain

F(t) =

∣∣∣∣∣αN δN − βNγNδ2N

∣∣∣∣∣
2(∆+∆̄)

=

(
2

8L
πc
E(t) + 1

)2(∆+∆̄)

. (8.12)

We now establish that the Lyapunov exponent λL is indeed the heating rate
in the long time limit. From Eqs. (8.10) and (8.11), we see that the Lyapunov
exponent

λL = lim
N→∞

1

N
log

([
16L

πc
E(t) + 2

]
cos2(ϕN )

)
. (8.13)

Since the oscillatory term limN→∞ 1
N

log(cos2(ϕN )) becomes negligible at long
times, we infer that for an exponential growth of total energy, the Lyapunov
exponent indeed determines the heating rate at long times:

E(t) ∼
t→∞

eλLt/T ,

F(t) ∼
t→∞

e−2(∆+∆̄)λLt/T .
(8.14)

This gives a physical meaning for the Lyapunov exponent, which sets the
timescale after which the system will loose its coherence as the Loschmidt echo
decays exponentially to 0.

In the case of a periodic drive, the stroboscopic evolution of E and F show
one of three distinct behaviours: (i) E grows exponentially and F decays
exponentially with time in the heating phase, (ii) E and F oscillate with time
in the non-heating phase and (iii) E grows quadratically and F decays as a
power law with time at the transition between the heating and non-heating
regimes. The results for the quasiperiodic drive are summarised in Fig. 8.3
where we show three representative scenarios indicated by the dots (a, b, c) in
Fig. 8.2. In the high frequency regime, T, T̃ ≪ L in Fig. 8.3(a2), λL is very
small and the total energy and the Loschmidt echo oscillate it time akin to
the periodic case, illustrating that the system avoids heating for a very large
number of drive cycles. In Fig. 8.3(c2), λL is large and we see standard heating
i.e., exponential growth of energy concomitant with an exponential decay of the
echo, modulo some oscillations that were not present in the periodic drive case.
However, for the case of T, T̃ corresponding to Fig. 8.3(b2) where λL changes
sharply (see point (b) in Fig. 8.2) new behaviour emerges. We see that the
energy mostly fluctuates and shows very slow growth, while the Loschmidt echo
decays slowly and displays strong revivals. A fundamental question is then to
understand if there exist regions in the phase diagram which can always avoid
this exponential growth of energy even at arbitrary long times. We note that at
the transition lines T = kL , for any k ∈ N and any T̃ , limN→∞ z̃N = 1, and
the oscillatory term cos(ϕN )2 ∼ 1

N2 as N goes to infinity. Therefore this term
is not negligible anymore and the energy will grow quadratically even though
Tr(MN )2 is bounded, thus the Lyapunov exponent is zero. The Loschmidt echo
is then decaying quadratically to 0 as a consequence of Eq. (8.12). Therefore the
asymptotic formula (8.14) is not valid on the transition lines T = kL. We note
that this quadratic growth of the total energy was already observed in periodic
drive at T = kL [23], together with a logarithmic growth of entanglement
entropy. This dynamics effectively corresponds to a single quantum quench
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with H̃. This can be understood from the quasiparticle picture: if T = kL,
after the time evolution with H, the quasiparticles will go back to their initial
positions. Therefore effectively the system only evolves with H̃, implying that
all the energy of the system accumulate at the edges of the system, and grow
quadratically.

The behaviour of the energy and the echo are dictated by the stroboscopic
evolution of the Möbius transformations z̃N given by Eq. (8.6). For periodic
driving, the non-heating phase is characterized by a z̃N which oscillates with N
and an periodically oscillating energy [23]. In the heating phase, z̃N converges
to a stable fixed point, limn→∞ z̃N = γ1, where γ1,2 are respectively the stable
and unstable fixed points of the 1-cycle Möbius transformation. This in turn
leads to the creation of two stroboscopic horizons at spatial points xc and
L− xc determined by the unstable fixed point of the Möbius transformation,
γ2 = e2πixc/L and γ∗2 = e2πi(L−xc)/L at which the energy accumulates at
large times. For quasiperiodic driving the situation is more subtle. In the high
frequency regime, z̃N traces the unit circle with increasing N . The total energy
oscillates periodically in this parameter regime [see Fig. 8.3(a1)]. In regimes
where the Lyapunov exponent is large, z̃N almost converges to a fixed point like
scenario but alternates between a small set of points , cf. Fig. 8.3(c1) resulting in
small fluctuations of the energy. The extreme case of this subset comprising only
one point, corresponds to the heating regime of the periodic drive discussed
earlier. As the value of the Lyapunov exponent decreases and approaches
parameter zones where the fractal nature of λL becomes apparent, the flow of
z̃N becomes more and more dense on the unit circle as seen in Fig. 8.3(b1),
leading to strong fluctuations concomitant with a very slow growth of the total
energy. It is in these regimes that interesting slow dynamics manifests.

8.4 mapping to quasicrystals

The fractal structure of λL in Fig. 8.2 as a function of T, T̃ is reminiscent of
the spectra of a one dimensional Fibonacci quasiperiodic crystal [153, 154]. In
this section, we will demonstrate that the fractality of λL in our Fibonacci
quasiperiodic drive of the CFT can indeed be related to the spectral properties
of the Fibonacci chain. In fact, the quasiperiodicity introduced by the Fibonacci
sequence has been widely studied in the context of one dimensional quasicrystal
literature [153, 155, 156]. The problem of finding the spectrum of a quasiperiodic
Schrödinger operator for this type of one-dimensionnal quasicrystal can be
solved using the Fibonacci trace map approach. The tight-binding Hamiltonian
matrix describing the quasiperiodic Fibonacci chain is [157]

Hmn = δm,n+1 + δm+1,n + δm,nλv(n), (8.15)

where v(n) = |ν(n − 1) − 1|. The one dimensional Fibonacci quasicrystal is
described by the Schrodinger equation

ψn−1 + ψn+1 + v(n)ψn = Eψn. (8.16)

The Schrodinger equation can be rewritten using transfer matrices as(
ψn+1

ψn

)
= T (n)

(
ψn

ψn−1

)
=

(
E − v(n) −1

1 0

)(
ψn

ψn−1

)
. (8.17)
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This can be iterated, such that finding the eigenvectors ψn amounts to finding
the product of n matrices T (n), defined as

Tj =

Fj∏
i=1

T (i). (8.18)

It is straightforward to show that for Tj ∈ SL(2,C), the following recursion
holds

Tj+1 = Tj−1Tj . (8.19)

Alternatively this relation on the transfer matrices can be rewritten in terms
of the trace of the matrices as

Tr(Tj+1) = Tr(Tj)Tr(Tj−1)− Tr(Tj−2). (8.20)

Therefore writing xj = 1
2
Tr(Tj), this defines a non-linear dynamical system

whose expression is

xj+1 = 2xjxj−1 − xj−2. (8.21)

For notational convenience, we further introduce yj = 1
2
Tr(Tj+1) and zj =

1
2
Tr(Tj+2). We can then define a discrete dynamical map T

T : R3 → R3, (xi, yi, zi) 7→ (yi, zi, 2yizi − xi). (8.22)

This mapping has been introduced in the quasicrystal literature as the Fibonacci
trace map. The mathematical structure of such a mapping has been studied in
e.g [154, 155, 157–160]. A crucial property of the Fibonacci trace map is that
it admits a quadratic invariant I(xj , yj , zj):

I(xj , yj , zj) = x2j + y2j + z2j − 2xjyjzj − 1, (8.23)

which is the same for any j ∈ N. It is then natural to consider the cubic level
surfaces

SV = {(x, y, z) ∈ R3 | I(x, y, z) = V }. (8.24)

The surfaces SV have different topologies depending on the sign of V . The
manifold is noncompact for V > 0. At V = 0 the middle part of the manifold
is compact and touches the other 4 non compact components at a single point,
and the resulting surface S0 is called the Cayley cubic. For V < 0 the middle
part is completely detached from the 4 noncompact components. These three
different topologies are illustrated on Fig.8.4. In the case of the Fibonacci
quasicrystal (8.15), the invariant is always positive and given by V = λ2

4
≥ 0.

In other words, the trace maps of the Fibonacci quasicrystal leaves on a manifold
that has a topology of the form of Fig. 8.4(a). One can then study the set
of bounded orbits under infinite iterations of the Fibonacci trace map (8.22),
starting from the initial point (1, E

2
, E−λ

2
). In order to make the connection

between the orbits of the Fibonacci trace map and the spectrum E of the
Fibonacci Hamiltonian, the following theorem has been proved in [157]:
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Figure 8.4: Three different types of topologies for the surface levels SV . (a) V = 0.5
and the manifold is non-compact with the four quadrants connected at
the center, (b) V = 0, in this case the four quadrants are connected
through a single point to the compact manifold at the center, (c) V =
−0.1, the compact manifold in the center is fully disconnected from the
four quadrants.

Theorem 1 An energy E ∈ R belongs to the spectrum of the Fibonacci Hamil-
tonian (8.15) if and only if the positive semiorbit of the point (1, E

2
, E−λ

2
)

under iterates of the trace map T is bounded.

Therefore finding the set of bounded orbit under the Fibonacci trace map is
sufficient to determine the spectrum of the Fibonacci quasicrystal (8.15). The
study of the bounded orbits under the trace map led to the following result:

Theorem 2 The set of bounded orbits is a Cantor set for λ > 0.

This result leads to the conclusion that the spectrum (8.15) is a fractal set
similar to a Cantor set, of measure zero in parameter space. It has been first
proved for λ ≥ 4 in [157], and then for any λ > 0 in [161].

Based on the fact that the time evolution of the quasiperiodic Fibonacci drive
is encoded in products of SL(2,C) matrices Mn obeying the Fibonacci sequence
Mn+1 =Mn−1Mn, we expect Mn to satisfy a trace relation analogous to (8.20).
This implies that the trace of the matrix Mn encoding the time evolution after
Fn+1 iterations is completely determined by the orbit of the trace map (8.22).
For the SSD quasiperiodic drive, The initial point is simply given by(

1, cos

(
πT

L

)
, cos

(
πT

L

)
−
πT̃

L
sin

(
πT

L

))
, (8.25)

and the corresponding invariant is

I =

[
πT̃

L

]2
sin2

(
πT

L

)
> 0. (8.26)

Clearly this invariant is strictly positive, and the associated manifold explored
by the trace map is(x, y, z) ∈ R3 | I(x, y, z) =

[
πT̃

L

]2
sin2

(
πT

L

) . (8.27)

This manifold is thus noncompact, as in the case of the Fibonacci quasicrystal,
as shown in Fig. 8.4(a). As we iterate the trace map, orbits typically originate
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in the central region of the manifold and escape to infinity with a particular
escape rate. As in the Fibonacci chain, a sufficient condition for an orbit to
escape to infinity is that at some step j one satisfies [154]

|xj | > 1,

|xj−1| > 1,

|xj−1||xj | > |xj−2|.

(8.28)

A particular case of a bounded orbit is the trivial fixed point (1, 1, 1) of the trace
map (8.22), which corresponds to the limits T/L = T̃ /L = 0 for the Fibonacci
drive. This fixed point acts as a saddle point: some points in its vicinity will stay
bounded for a very large number of iterations of the trace map, whereas some
other points will be strongly repelled, i.e., their orbit will escape quickly. This
is characteristic of the high frequency limit T/L, T̃ /L ≪ 1: if T > 0, (1, 1, 1)
acts as an attractor and the trace of the Mn stays bounded under T for a large
number of iterations, as seen on Fig. 8.5. The system thus avoids heating for
times which are longer than physically relevant timescales. In the case T < 0,
or equivalently taking H = −H[1], the orbits diverge away from (1, 1, 1) and
the system heats up only after a few iterations of n. Consequently, due to its
proximity to the fixed point (1, 1, 1) of the Fibonacci trace map, we expect
a robust high-frequency expansion for the Fibonacci quasiperiodically driven
problem. A second particular case is the family of transition lines T/L ∈ N,
with arbitrary T̃ /L, for which the initial point is (1,±1,±1), which orbit is
bounded. Therefore at those particular lines Tr(Mn) stays bounded, however
as discussed in the previous section the oscillatory term in Eq. (8.13) is not
negligible anymore and the energy grows quadratically, as for a single quench
with the Hamiltonian H̃.

The case for arbitrary T/L and T̃ /L is more subtle. The trace map discussed
above helps us make the following identifications between the driven case and
the one dimensional quasicrystal:E = 2 cos

(
πT
L

)
,

λ = 2πT̃
L

sin
(
πT
L

)
.

(8.29)

Note that in the Fibonacci crystal, the spectrum E of the system for any positive
λ is a Cantor set. This means that for a given λ, any E ∈ spec(H) ∩ [−2, 2]
specifies a particular value of T/L and T̃ /L such that Tr(Mn) stays bounded
for an infinite number of iterations of the trace map, i.e., infinite stroboscopic
and Fibonacci times. The spectrum E for a given value of the coupling λ
defines the points in the T, T̃ phase diagram at which no heating takes place
under the quasiperiodic driving at Fibonacci steps n, as illustrated on Fig. 8.6.
The non-heating regime forms a Cantor set for a fixed value of T̃ and have
sub-dimensional line-like locus in the parameter space. We refer to these as the
non-heating lines. This also explains the fractal structure of the phase diagram
where the Lyapunov exponents approach 0 (8.22). Gaps in E(λ) correspond to
regions with high Lyapunov exponents in Fig. 8.2, concomitant with strong
heating. In this regime, the orbits of the trace map or equivalently, Tr(Mn)
diverges super-exponentially once it leaves the bounded central zone. A correct
numerical evaluation of the Lyapunov exponent (8.10) requires that we consider
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Figure 8.5: Flow of the Fibonnacci trace map in the high frequency phase, for
L = 100 and T = T̃ = 1, for 500 iterations of the trace map. In this
region, the trace map (8.22) stays bounded within the central part of
the manifold (8.27) determined by the invariant (8.26) for a very large
number of iterations. In the other regimes, this map will typically be
unbounded, apart from a set of parameters of measure 0.

n for which Tr(Mn) has already escaped, i.e., satisfies the conditions (8.28).
To summarize, we see that since non-heating points constitute a Cantor set
of measure zero, the quasiperiodically driven CFT will typically heat up for
arbitrary (T, T̃ , L).

8.5 exceptions to heating

We have seen in the previous sections that in the case of a Fibonacci quasiperi-
odic drive between a homogeneous and a SSD Hamiltonian the parameter space
comprises fractal lines that escape exponential growth of the energy. However,
by the fractal nature of such lines, finding studying the dynamics exactly at
these fine-tuned points is challenging. We will now provide another class of
quasiperiodic drive where the dynamics at a single point in parameter space can
be studied analytically. This class of drives alternates between the homogeneous
Hamiltonian H and the class of elliptic (or “Möbius”) deformations

H̃θ =

∫ L

0

[
1− tanh(2θ) cos

(
2πx

L

)]
T00(x)dx. (8.30)

The resulting phase diagrams displaying the Lyapunov exponent for a few
choices of θ are shown in Fig. 8.7. We note that the phase diagrams are periodic
both in T/L as well as T̃ /L directions, in contrast with the SSD quasiperiodic
drive which is only periodic in the T/L directions, as the periodicity induced by
the SSD Hamiltonian is infinite, which is recovered by taking the limit θ →∞.
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Figure 8.6: Lyapunov exponent as a function of the spectrum E and the parameter
λ, using the correspondence (8.29). This Figure exactly reproduces the
Figure for the spectrum E(λ) of the Fibonacci quasicrystal, which can
be found in [162]. Here, regions of non-zero Lyapunov exponent are dense
for λ > 0 and correspond to gaps in the spectrum. The spectrum itself
consists in regions of vanishing Lyapunov exponent, of measure zero. In
that view, the spectrum of the quasicrystal maps to the non-heating
lines of the quasiperiodically driven system, and spectral gaps map to
the heating phase.

Figure 8.7: Möbius phase diagrams obtained from the Lyapunov exponent given by
Eq. (8.10) for the Fibonacci quasiperiodic drive between H and H̃θ for
(a) θ = 0.3, (b) θ = 0.55, (c) θ = 0.7.

These phase diagrams also display an emergent fractal structure where the
Lyapunov exponent takes arbitrary small values. We also note that one can
compute the invariant of the Fibonacci trace map associated, which is

I = sin2
(
πT

L

)
sin2

(
πT̃

L
sech(2θ)

)
sinh(2θ)2. (8.31)

It is straightforward to verifiy that in the SSD limit one recovers the in-
variant (8.26). Once again the invariant is positive for any choice of driving
parameters, and therefore the set of bounded orbits under the Fibonacci trace
map still forms a fractal set, which will get denser as θ → 0. We note that
the explicit mapping to the Fibonacci quasi-crystal, given by Eq. (8.29) for
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the SSD quasiperiodic drive, cannot be explicitly found in the case of finite θ.
However, the center of the unit cell of the phase diagram, [0, 1]× [0, tanh(2θ)],
given by the exceptional point(

T

L
,
T̃

L

)
=

(
1

2
,
tanh 2θ

2

)
, (8.32)

belongs to the fractal set whose orbits are bounded under the Fibonacci trace
map. Studying the properties of this point thus enables us to unravel the
physics exactly at the lines that avoid exponential growth of energy. One finds
that at this special point, the energy grows as a power law (instead of the
usual exponential growth) at non-Fibonacci times, and the Loschmidt echo
decays as a power law of the same power. On the other hand, at the exact
Fibonacci times Fn, both energy and Loschmidt echo are periodic of period 6,
E(Fn) = E(Fn+6) and F(Fn) = F(Fn+6). This directly implies that at such
exceptional points, there always exist arbitrarily long times at which the system
goes back to its initial state, despite the polynomial growth of energy at the
most of the other times. We note that such exceptional points can always be
found as long as the two Hamiltonians forming the Fibonacci words belong to
the elliptic sl(2) class.

8.6 quasiparticle picture and lattice calculations

In this section, we discuss the physical significance of the fractality of the phase
diagram and the associated flows of the Möbius transformations presented
previously. As seen earlier, in the three representative cases for the Lyapunov
exponents, the growth of energy as well as the Loschmidt echo manifest impor-
tant differences stemming from the nature of the flows. We will now show that
the structure of these flows are indeed crucial to understanding the nature of
the heating. This is easily done in the quasiparticle picture, where one can track
the time evolution of spatial distribution of the excitations. First, note that as
we are dealing with a CFT, during time evolution with the uniform Hamiltonian
H, the excitations which are ballistic trace straight lines in spacetime. Choosing
T = T̃ , a quasiparticle located at x0 at t = 0 will reach ±x(T ) = x0 ± T at
t = T , where the ± corresponds to right and left movers respectively (the
velocity has been set to one). Similarly, for a time evolution with the SSD
Hamiltonian H̃, the excitations follow null geodesics in a curved spacetime
determined by the spatial inhomogeneity [121],

±xN =
L

π
arccot

(
∓
2πT

L
+ cot

(πxN−1

L

))
, (8.33)

where we denote xN := x(t = NT ). The stroboscopic position xN of the
quasiparticles for any initial position x0 can now be obtained by concatenating
the curved space geodesics and the straight lines in a sequence fixed by the
Fibonacci drive.

We find three representative behaviours depending on the values of T = T̃ .
In the high frequency regime where the flow is periodic and does not have fixed
points and the Lyapunov exponent λL ∼ 0, the excitations evolve periodically in
time akin to the energy for accessible time scales as seen on Fig. 8.8(a1). In the
opposing regime of large λL, we see that after a few cycles of the quasiperiodic
drive, the trajectories of the excitations collapse onto a unique trajectory
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independent of the choice of initial conditions, leading to a localization effect.
This trajectory alternates between a finite number of fixed points at stroboscopic
times, as seen on Fig. 8.8(c1). Such fixed points of the stroboscopic trajectories
of the quasiparticles are given by the flow of z̃n on Fig. 8.3(c1). This is similar
to the coherent heating phase of the periodic drive, for which the excitations at
stroboscopic times localize at two points in space, understood as horizons. The
energy grows exponentially with time at these fixed points, whose positions
depend on the parameters of the drive.

However, in the fractal region of the phase diagram for the quasiperiodic
drive, Fig. 8.8(b1), the situation is more complex. As before, the propagation
of the excitations depends on the initial conditions upto a transient time t0,
and the total energy in the system does not increase significantly. After this
transient period, the excitations all follow the same trajectory independently
of their initial position and localize, but the principal difference with the high
Lyapunov case is the manifestation of a large number of recurring points at
stroboscopic times see Fig. 8.8(b1). As one approaches a point in the Cantor
set where λL = 0 the flow diagram Fig. 8.8(b1) is densely filled. Here, we
expect this transient time t0 →∞ concomitant with very slow increase of the
energy. This slow dynamical evolution can be understood by noting that at the
Cantor points the trace map remains bounded for all times. Since Tr(Mn)2 also
remains bounded, the energy given by (8.11), cannot diverge at Fibonacci steps.
To summarise, we see that by tuning the parameters of the drive T and T̃ we
can encounter regions with fast heating, with a localization of the excitations,
as well as regions with very slow heating, where excitations remain delocalized
for large times, as opposed to a purely random drive.

We now present numerical results on the free fermion chain for the Loschmidt
echo. The quasiperiodic drive is induced by the two Hamiltonians given byH = 1

2

∑L−1
i=1 c†i ci+1 + h.c.,

H̃ =
∑L−1
i=1 sin2

(
πi
L

)
c†i ci+1 + h.c.,

(8.34)

where ci and c†i are fermionic operators satisfying the usual anticommutation
rules. Then, following the strategy of [123], one can get the stroboscopic time
evolution under the quasiperiodic drive, starting from the ground state with
open boundary conditions |G⟩. The Loschmidt echo can then be computed
numerically, F(NT ) = |⟨G|U(NT )|G⟩|2, and we compare it to the CFT predic-
tion, given by Eq. (8.9). The explicit comparison is shown in Fig. 8.8. In the
high-frequency domain, Fig. 8.8(a2) as well as in the high Lyapunov region,
Fig. 8.8(c2), the agreement between the CFT predictions and the free fermion
numerics is remarkable for a large number of steps. In the fractal region, char-
acterized by low Lyapunov exponent, the agreement is less striking as observed
on Fig. 8.8(b2). Indeed in this region the Loschmidt echo scales very differently
depending on the size of the system, making the explicit comparison with
the CFT more complicated, even though the overall scaling of the Loschmidt
echo is correctly captured by the CFT. This strong dependence on the system
size in the fractal region of the phase diagram can be explained by the strong
dependence of the Lyapunov exponent with T . Changing the size of the system
L while keeping T/L fixed has the effect of redefining T . On the lattice such a
redefinition can lead to non negligible changes in the Lyapunov exponent in
the fractal region, changing the scaling of the Loschmidt echo.
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Figure 8.8: Top: Stroboscopic quasiparticle evolution as a function of both space
and time predicted by the CFT for a variety of initial conditions. (a1)
High frequency phase, T/L = 0.01, where the quasiparticle excitations
evolve ballistically in an effective curved spacetime (b1) Fractal region,
T/L = 0.55101. Beyond a transient time of approximately 400 stro-
boscopic steps, the quasiparticle trajectories collapse onto a a unique
trajectory independent of the initial conditions. The quasiparticles stro-
boscopically explore more and more regions of space as one approaches
the Cantor line. (c1) High Lyapunov region, T/L = 0.78. Here, for all ini-
tial conditions and after very few time steps the time evolution collapses
onto a single trajectory alternating between a few fixed points. Bottom:
A comparison between CFT prediction for the Loschmidt echo (Eq. (8.9))
for the quasiperiodically driven CFT and the analogous quantity for
free fermions hopping on a lattice, given by Eq. (8.34), for the three
different regimes. In the high-frequency regime (a2) both completely
agree. In the strongly heating (c2) regime they agree for a large number
of stroboscopic steps. In the slow-heating regime (b2), because of the
fractal structure of the phase diagram the numerical results strongly
depend on the number of lattice sites.
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The CFT and the free fermion chain are in good agreement for the total
energy E(t = NT ) in the high-frequency regime, as the energy only oscillates
and does not grow exponentially. However as long as the system starts to heat
up, the description of the CFT might deviate at long times as it describes the
low energy sector of the free fermion chain.





9A GEOMETRIC APPROACH TO INHOMOGENEOUS
FLOQUET DYNAMICS

9.1 setting and general approach

In this chapter we now turn to the study of Floquet dynamics for arbitrary
deformations v(x) of the energy density, provided such deformations are positive
and smooth. This provides a generalization of the approach of the previous
chapters, where the deformations of the energy density were always defined
from a single Fourier mode, such that the underying algebra of the Floquet
problem was su(1, 1). For simplicity, we present our approach by using it to
study 2-step Floquet drives for general smoothly deformed CFTs with periodic
boundary conditions. The time evolution is under a Hamiltonian that equals
H1 or H2 for times T1, T2 ∈ R 1, respectively, see Fig. 9.1(a). The associated
Floquet operator is

UF = e−iH1T1e−iH2T2 (9.1)

and the period for a full cycle is tcyc = |T1|+ |T2|. Here, H1 and H2 are given
by any smooth deformation of standard Minkowskian CFT on the cylinder
R× [−L/2, L/2].

Figure 9.1: Illustrations for our inhomogeneous Floquet drive.

We refer to the above general smoothly deformed CFT as inhomogeneous
CFT [163–165]. They are defined by

H1,2 =

∫ L/2

−L/2
dx v1,2(x)

[
T+(x) + T−(x)

]
(9.2)

for smooth velocity functions v1,2(x) = v1,2(x + L) > 0, see Fig. 9.1(b),
where T±(x) = T±(x+ L) are the usual light-cone components of the energy-
momentum tensor of a 2-dimensional Minkowskian CFT. We stress that in this
chapter only we make use of the notation T± instead of T and T̄ to denote the

1 One could restrict to t1,2 ≥ 0 but our results will be true for all t1,2 ∈ R.

113
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holomorphic and antiholomorphic parts of the stress tensor, as we make use of
Minkowskian CFT instead of Euclidean CFT. The latter satisfy[

T±(x), T±(y)
]
=∓ 2iδ′(x− y)T±(y)± iδ(x− y)T ′

±(y)

± (c/24π)iδ′′′(x− y) (9.3)

and
[
T±(x), T∓(y)

]
= 0, where c is the central charge of the CFT and the

subscript +(−) denotes the right- (left-) moving component. These commutation
relations correspond to two commuting copies of the Virasoro algebra. Using
the conventions of this chapter, the Virasoro generators L±

n , n ∈ Z, are formally
given by

T±(x) =
2π

L2

∞∑
n=−∞

e±
2πinx

L

(
L±
n −

c

24
δn,0

)
(9.4)

and satisfy[
L±
n , L

±
m

]
= (n−m)L±

n+m +
c

12
(n3 − n)δn+m,0 (9.5)

and [L+
n , L

−
m] = 0.

The deformations in our inhomogeneous CFTs are contained in v1,2(x), with
constant velocity corresponding to standard homogeneous CFT. It is convenient
to write v1,2(x) = v1,2w1,2(x/L) for constants v1,2 > 0 and dimensionless
functions w1,2(ξ) of ξ = x/L, see Table 9.1 for a selection of examples. We
also introduce dimensionless times τ1,2 = v1,2t1,2/L as the true independent
parameters used to plot phase diagrams, see Fig. 9.2. The general structure
of such phase diagrams is as follows: There are leaf-shaped regions where the
system heats up, characterized by fixed or higher-periodic points of coordinate
transformations encoding the time evolution, surrounded by regions where the
system does not heat up. Moreover, the diagrams are invariant under:

1. changing (τ1, τ2) to (−τ1,−τ2),

2. translations in τ1 by 1/k2w1,0,

3. translations in τ2 by 1/k1w2,0,

where w−1
j,0 is given by w−1

j,0 =
∫ 1/2
−1/2

dξ wj(ξ)
−1 and k−1

j is the period of wj(ξ)
for j = 1, 2. [If wj(ξ) is constant, we set kj = 1.] The above follow from general
properties for our periodic points that we will prove.

The geometric approach we propose is precisely the above mentioned reduc-
tion to studying coordinate transformations. Here, the latter will be shown
to be given by orientation-preserving diffeomorphisms of the circle obtained
directly from the velocities v1,2(x). We stress that the choice of a 2-step drive
is for concreteness and simplicity: Our geometric approach is straightforwardly
applicable to more general drives, including multi-step, random, chaotic, and
quasi-periodic ones, cf., e.g., [24, 128, 131]. Indeed, how to use our tools to
study random deformations was recently demonstrated in [164]. It can also be
generalized to several coupled or uncoupled CFTs with different deformations
and drives (the case here is equivalent to two uncoupled chiral CFTs with the
same drive). As is well known, an inescapable issue is that a CFT description of
a given condensed matter system, in general, starts to lose validity as it heats
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Example w(ξ) Parameters

Ex. 1 1 + g[2 cos2(πξ)− 1] g ∈ [0, 1)

Ex. 2 Ae−(ξ/d)2 A, d ∈ R+

Ex. 3 1/[1− g cosh(ξ/d)−2] g ∈ (−1, 1), d ∈ R+

Ex. 4 a/[b+ sin(2πkξ) + cos(2πξ)] a > 0, b > 2, k ∈ Z+

Table 9.1: Examples of deformations w(ξ) for ξ = x/L, including SSD CFT (obtained
from Ex. 1 as g → 1−) and by a Gaussian (Ex. 2). Periodicity is imposed
at ξ = ±1/2 if not manifest.

Figure 9.2: Phase diagrams in (τ1, τ2)-space for H1 with v1(x) = v1 and H2 with
v2(x) = v2w2(x/L) in Table 9.1: (a)–(b) Ex. 1, (c) Ex. 2, and (d)
Ex. 3. Blue lines signify transitions between non-heating (white regions)
and heating (pink regions), obtained by solving (9.6)–(9.7) analytically.
Black dashed lines are given by τ2 = m/k1w2,0 − (k2w1,0/k1w2,0)τ1 for
m ∈ Z.

up since the system leaves the low-temperature regime. Nonetheless, we expect
that our approach and underlying ideas have wider applicability, even beyond
CFT. For instance, periodic points in the CFT description may prove to be
robust to higher excitations, or the latter may be taken into account by other
means. Our approach is also suitable for numerical implementations, and we
hope that it can be adapted or serve as inspiration for a wide range of other
Floquet systems, e.g., for driven Bose-Einstein condensates [166–168] or fields
in modulated cavities [169].

The key step is to establish an exact correspondence with dynamical systems
on the circle, see, e.g., [170], in the sense that the Floquet time evolution can be
fully encoded into coordinate transformations given by orientation-preserving
diffeomorphisms of the circle, see Sec. 9.2. These diffeomorphisms f±(x) are
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obtained directly from the velocity functions v1,2(x). We specifically show
that the system can be either non-heating or heating, with heating phases
characterized by periodic points x∓∗p of f± with period p ∈ Z+:

x∓∗p = fp±(x∓∗p), fp± = f± ◦ . . . ◦ f±, (9.6)

where the function composition ◦ is repeated p times. Of these, x∓∗1 are fixed
points of f±, while x∓∗p for p > 1 can be viewed as fixed points of fp± for the
smallest possible p. On general grounds, since the deformations are the same
in both terms in (9.2), f± have equally many periodic points with stable and
unstable ones coming in pairs. Mergers of such pairs correspond to critical
values x∓cp = x∓∗p denoting periodic points that also satisfy

1 = fp ′
± (x∓cp) =

d

dx
fp±(x)

∣∣∣
x=x∓cp

. (9.7)

Unstable points play a predominant role as their presence will imply that the
system is heating up: The picture is that energy and excitations flow to these
points, which follows from exact analytical results for the evolution of the
energy density and correlation functions.

Let 2Np be the number of periodic points x∓∗p,i of f± with period p (i =
1, . . . , 2Np). We will show that the heating rate ν is given by 2

ν = max
p∈Z+, r=±, i∈{1,...,2Np}

2t−1
cyc p

−1 log[fp ′
r (x−r∗p,i)]. (9.8)

If all Np = 0, then ν = 0, corresponding to non-heating, while ν > 0 indicates
heating. Thus, knowledge of f± and (9.8) is all one needs to draw phase diagrams
in (τ1, τ2)-space, such as in Figs. 9.2 and 9.3. We stress that Fig. 9.2(b) is
obtained as g → 1− for Ex. 1 in Table 9.1 3 and agrees perfectly with Fig. 1(c)
in [23], which can be verified analytically.

The heating rate serves as the natural order parameter for phase transitions
between heating and non-heating. However, we will also show that regions
with different numbers of unstable periodic points can be distinguished by
kinks in the entanglement entropy, reminiscent of Lifshitz phase transitions. To
better understand the entanglement pattern, we will also compute the so-called
mutual information, and these results show that only neighboring unstable
periodic points share linearly growing entanglement in the heating phase.

We emphasize that, due to the maximum in (9.8) over essentially
∑
p 4Np

different functions of (τ1, τ2), both smooth and nonanalytic behaviors are
possible. Crucially, one can have cusps in ν also within the overall heating
phase, see Fig. 9.3, and this possibility can also be demonstrated analytically,
but in general there can also be paths that avoid such cusps. Finally, we note
that heating phases, since they are given by periodic points, correspond precisely
to so-called Arnold tongues, well known in the study of classical dynamical
systems [170].

2 The maximum in (9.8) is over all periodic points for each r = ± to avoid labeling which
are stable or unstable.

3 The limit is taken after the phase-transition lines are computed. Note that the height
1/w2,0 of the pink leaves for g < 1, cf. Fig. 9.2(a), diverges as g → 1−. Hence, the lower
phase-transition lines in Fig. 9.2(a) correspond to the curved ones in Fig. 9.2(b) while
the upper lines correspond to the straight vertical ones. Similarly, the black dashed lines
become vertical.
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Figure 9.3: Phase diagram and heating rate for H1 given by homogeneous CFT and
H2 by Ex. 4 in Table 9.1 with a = 6, b = 3, and k = 2. (a) Phase diagram
in (τ1, τ2) ∈ [0, 1] × [0, 1/w2,0] (cf. Fig. 9.2) due to fixed points (center
leaf) computed analytically and periodic points with period 2 (leaves
on each side of the center) computed numerically. Regions with two
and four unstable periodic points are light and dark pink, respectively.
(There are regions due to periodic points with period 3 not shown, and
possibly also due to ones with period p > 3.) (b)–(c) Rescaled heating
rate νtcyc as function of (τ1, τ2) and along rays with fixed τ2.
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9.2 floquet dynamics from circles maps

In this section we will introduce tools in [165, 171] to analytically study the
Floquet drive given by (9.1) and (9.2).

First, we introduce

fj(x) =

∫ x

0
dx′

vj,0

vj(x′)
,

1

vj,0
=

1

L

∫ L/2

−L/2

dx′

vj(x′)
(9.9)

for j = 1, 2. These are diffeomorphisms satisfying fj(x + L) = fj(x) + L

and f ′j(x) > 0. More specifically, fj lie in the covering group D̃iff+(S1) of
orientation-preserving diffeomorphisms of the circle S1 such that

U+(fj)U−(fj)HjU−(fj)
−1U+(fj)

−1 =

∫ L/2

−L/2
dx vj,0

[
T+(x)+T−(x)

]
+const

(9.10)

using the projective unitary representations U±(f) of f ∈ D̃iff+(S1) in [165,
171]. We note that their generators are precisely the energy-momentum compo-
nents T±(x):

U±(f) = I ∓ iϵ

∫ L/2

−L/2
dx ζ(x)T±(x) + o(ϵ) (9.11)

for infinitesimal f(x) = x+ ϵζ(x).
Second, similar to [165], the diffeomorphisms in (9.9) can be used to compute

exact analytical results for the Floquet time evolution of local observables

O(x; t) = U−n
F O(x)U

n
F , t = ntcyc, n ∈ Z. (9.12)

It follows from (9.10) and known results for the adjoint action of U±(fj)
4 that

the time evolution is encoded into generalized light-cone coordinates x∓t (x)
given by 5

x∓t+tcyc (x) = f±(x∓t (x)), x∓0 (x) = x (9.13)

using

f±(x) = f−1
2

(
f2
(
f−1
1 (f1(x)∓ v1,0T1)

)
∓ v2,0T2

)
. (9.14)

By definition, f± ∈ D̃iff+(S1), and this also implies that fp± ∈ D̃iff+(S1) for
fp± defined in (9.6).

4 For instance, for any f ∈ D̃iff+(S1),

U±(f)T±(x)U±(f)
−1

= f
′
(x)

2
T±(f(x)) −

c

24π
{f(x), x},

U±(f)T∓(x)U±(f)
−1

= T∓(x).

5 The new coordinates x∓t (x) are the analogues of those in Eq. (4) in [23]
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For instance, for a primary field Φ(x) = Φ(x, x) with conformal weights
(∆+,∆−) 6,

Φ(x; t) =

[
∂x−t (x)

∂x

]∆+[
∂x+t (x)

∂x

]∆−

Φ(x−t (x), x+t (x)), (9.15)

and for the components of the energy-momentum tensor,

T±(x; t) =

[
∂x∓t (x)

∂x

]2
T±(x∓t (x))−

c

24π

{
x∓t (x), x

}
, (9.16)

where ∂x∓t (x)/∂x =
∏n−1
m=0 f

′
±(x∓mtcyc (x)) for n > 0 and {f(x), x} denotes the

Schwarzian derivative of f(x) with respect to x. Both results are important
as they will allow us to compute correlation functions and the heating rate.
Periodic points are solutions x∓∗p to (9.6) and correspond to intersections
between the straight line y = x and curves y = fp±(x) (up to integer multiples
of L since we are on the circle). This is illustrated in Fig. 9.4 using the case in
Fig. 9.3 as an example. Note that a periodic point of f± with period p > 1 can
be viewed as a fixed point of fp±, and vice versa. The following definition will

�0.5 �0.25 0.25 0.5

�0.5

�0.25

0.25

0.5

x/L

y/L

Figure 9.4: Illustration of fixed points as intersections between the (black solid)
curve y = f+(x) and the straight (black dotted) line y = x (up to
integer multiples of L). Stable and unstable fixed points are indicated
by empty blue and filled red circles, respectively. [The plotted curve is
for the case in Fig. 9.3 at (τ1, τ2) = (0.10, 0.45), which corresponds to
a point in one of the darker leaves within the center leaf in Fig. 9.3(a),
see also column (i) in Figs. 9.5 and 9.7.]

be important: Assuming x∓∗p solves (9.6), we say that it is

1. stable if fp ′
± (x∓∗ ) < 1,

2. unstable if fp ′
± (x∓∗ ) > 1, or

3. a tangent point if fp ′
± (x∓∗ ) = 1.

6 The first (second) argument in Φ(x, x) is for the right- (left-) moving component and
corresponds to ∆+ (∆−).
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As a trivial example, note that T1 = T2 = 0, or equivalently τ1 = τ2 = 0,
corresponds to a tangent point.

In Sec. 9.2 we state a number of general properties for our periodic points. In
particular, apart from tangent points, they must come in pairs, one stable and
one unstable. Their existence dramatically affects the dynamics, see Fig. 9.5 for
typical examples. To understand this, suppose that x is a periodic point x∓∗p,
then ∂x∓t (x)/∂x = fp ′

± (x∓∗p)n/p for t = ntcyc with n a multiple of p. Thus, if
fp ′
± (x∓∗p) > 1 (< 1), this factor diverges (vanishes) exponentially as t→∞.
At (τ1, τ2) where pairs of stable and unstable periodic points merge, the

straight line and the fp±-curve are tangent at some x∓cp = x∓∗p solving (9.6)
and (9.7). This yields an equation system for τ1 and τ2 for each tangent point.
Crucially, such tangent points correspond to curves separating regions in (τ1, τ2)-
space with different numbers of periodic points. These regions (accounting for
the symmetries illustrated in Fig. 9.2) typically have the shape of nested leaves
and together give the overall heating phase, see, e.g., Figs. 9.2 and 9.3.

properties of periodic points The solutions x∓∗p to (9.6) have the
following properties:

1. For each of the two f±, stable and unstable periodic points come in pairs.
Moreover, up to tangent points (which can be viewed as a pair), periodic
points must alternate between stable and unstable, i.e., there is always a
stable point between two unstable ones and vice versa.

2. The convergence of x∓t (x) to a stable periodic point x∓∗p (viewed as the
evolution under fp± covering p integer time steps) is exponentially fast,
with the rate given by log[fp ′

± (x∓∗p)].

3. For each solution of (9.6) for given (T1, T2), there is also a solution for
(−T1,−T2).

4. Shifts of T1 by L/k2v1,0 and T2 by L/k1v2,0 leave (9.6) invariant, where
L/kj for kj ∈ Z+ are the periods of vj(x); we set kj = 1 if vj(x) is
constant.

We provide a proof of such properties in App. b.1. We stress that Properties 3
and 4 imply the symmetries illustrated in Fig. 9.2 by considering τ1,2 =
v1,2t1,2/L instead of t1,2. For regions in (τ1, τ2)-space with periodic points
with period p, it is sometimes natural to consider the evolution in units of p
integer time steps. Note that, on general grounds, since we work with smooth
deformations defining circle diffeomorphisms, a given region in the phase
diagram cannot have periodic points with different periods [170].

9.3 dynamics of energy and entanglement

In this section The time-evolved energy density corresponding to H1 in (9.2) is

E1(x; t) = v1(x)
[
T+(x; t) + T−(x; t)

]
. (9.17)

For simplicity, we will use this quantity to study the flow of energy in our
Floquet system. Note that we may as well use E2(x; t) with v1(x) replaced by
v2(x); indeed, for our purposes, the exact choice is less important as long as it
is a linear combination of both T±(x; t).
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The properties of our periodic points and (9.17) together with (9.16) imply
that the energy density E1(x; t) grows (decays) exponentially in time at unstable
(stable) such points. Moreover, if there are periodic points, all x except the
unstable points flow exponentially fast to the stable ones, see Figs. 9.5(a)–(b)
for typical examples of this behavior. This follows from the general properties
of our periodic points in Sec. 9.2. As a consequence, the whole system is cooling
apart from the exceptions which are heating exponentially, see Fig. 9.5(c)
where we plot E1(x; t) in (9.17) up to the Schwarzian-derivative terms; the
latter do not affect the existence or location of periodic points, cf. [165, 171,
172] for discussions of similar Schwarzian-derivative contributions. It follows
by integrating E1(x, t) over x ∈ [−L/2, L/2] that the presence of unstable
points leads to an overall heating of the system with the heating rate ν
determined by the unstable point with the steepest slope, which implies (9.8).
On the other hand, the absence of periodic points implies ν = 0 by definition,
which characterizes the non-heating phase, and pseudoperiodic evolution of all
trajectories 7.

Lastly, by computing 2-point correlation functions for primary fields one
can study the flow of excitations in the system. The former follow from (9.15)
and known results for homogeneous CFT: To compute correlation functions
for any primary field, all that is needed is knowledge about the corresponding
correlation function for homogeneous CFT, cf. [165, 171]. For simplicity, consider
the ground state |0⟩ of the homogeneous theory. Then, under our Floquet time
evolution, the results for 2-point correlation functions with respect |0⟩ are

⟨0|Φ(x; t)†Φ(x′; t′)|0⟩ =
[
∂x−t (x)

∂x

∂x−
t′ (x

′)

∂x′

]∆+[
∂x+t (x)

∂x

∂x+
t′ (x

′)

∂x′

]∆−

×
(

iπ

L sin(π[x−t (x)− x−
t′ (x

′) + i0+]/L)

)2∆+

×
(

−iπ
L sin(π[x+t (x)− x

+
t′ (x

′)− i0+]/L)

)2∆−

(9.18)

for finite L. This result together with the properties in Sec. 9.2 shows that,
while almost all x∓t (x)-trajectories flow to stable periodic points in the heating
phase, the probability density of excitations flow exponentially fast to the
unstable ones, see Fig. 9.5(d) for examples of this.

We now turn to the stroboscopic time evolution of entanglement entropy
after our general two-step drive protocol. As is commonplace, the von-Neumann
entanglement entropy SA(t) for the subsystem on the interval A = [x, y] with
the rest can be computed from correlation functions for twist fields [69, 173].
We obtain that the entanglement grows as

SA(t) =
c

12

[
S+(t) + S−(t)

]
, (9.19)

S±(t) = − log

[
∂x∓t
∂x

∂y∓t
∂y

(
±iπ

L sin
(
π
L
[x∓t − y

∓
t ± i0+]

))2
]

7 The trajectories are said to be pseudoperiodic instead of periodic since, in general, their
(pseudo)periodicity is not a multiple of tcyc. Here, this behavior follows from our periodic
boundary conditions in the absence of periodic points, but similar behavior would be true
for, e.g., Dirichlet or Neumann boundary conditions.
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Figure 9.5: Plots for the case in Fig. 9.3 at (i) (τ1, τ2) = (0.10, 0.45) in the left
column and (ii) (τ1, τ2) = (0.35, 0.08) in the right column. In (i) and
(ii) there are eight fixed points and eight periodic points with period 2,
respectively. (a)–(b) x∓

t (x)-trajectories. (c) Energy-density expectation
⟨E(x; t)⟩ for E(x; t) = E1(x; t)+(cv1/24π)[{x−

t (x), x}+{x+
t (x), x}] given

by (9.17) with respect to an arbitrary translation-invariant state. (d)
Correlation functions ⟨0|Φ†

r(x, t)Φr(x0, 0)|0⟩ with respect to the ground
state |0⟩ of H1 for primary fields Φr(x, t) with ∆±

r = δr,± for r = ±,
averaged over x0 ∈ [−L/2, L/2] uniformly distributed, setting L = 50.
Stable and unstable periodic points are indicated by empty blue and
filled red circles, respectively.
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with x∓t = x∓t (x) and y∓t = x∓t (y). Its behavior is different depending on the
absence or presence of periodic points. In the non-heating phase, as mentioned,
there is an underlying pseudoperiodicity in time. On the other hand, when
heating, the situation is drastically different. Using the properties of our periodic
points in Sec. 9.2, we can study the behavior of SA(t) in the heating phase.
We consider the following two cases, illustrated in Fig. 9.6: A contains (a)
at least one of (but not all) the unstable periodic points or (b) no (or all)
unstable periodic points. (Containing “no” or “all” points are equivalent due to
our periodic boundary conditions.) For simplicity, and without loss of generality
since the two ±-components commute, we consider only the right-moving (+)
component:

(a) Due to Property 1 in Sec. 9.2, x−t and y−t flow to two different stable
periodic points, denoted x−∗p and y−∗p, respectively. (For simplicity, we consider
the flow in units of p integer time steps.) Since x−∗p ≠ y−∗p, the difference
x−t − y

−
t in (9.19) remains finite as t→∞, while the derivative factors decay

exponentially to 0 as x−t and y−t flow to their respective stable periodic points.
It follows that the leading contribution to S+(t) is

−
log
[
fp ′
+ (x−∗p)

]
+ log

[
fp ′
+ (y−∗p)

]
ptcyc

t. (9.20)

I.e., S+(t) grows linearly in time for large t.
(b) Due to the same property as in (a), x−t and y−t flow to the same stable

periodic point, denoted x−∗p,A. It follows from this and Property 2 in Sec. 9.2
that x−t − y

−
t in (9.19) decays exponentially at a rate that exactly cancels

the exponential decay of the derivative factors, implying that S+(t) becomes
constant for large t.

Figure 9.6: Illustrations of the two cases (a) and (b) described in the text for the
entanglement entropySA(t) in the heating phase. Stable and unstable
periodic points are indicated by empty blue and filled red circles, re-
spectively. For simplicity, we illustrate only the contribution from the
right-moving component. (Flows to periodic points with period p should
be interpreted as those under fp

+.)

Note that, for all cases, if t = 0, then x∓0 (x) = x, which means that (9.19)
yields

SA(0) =
c

3
log
[
(L/π) sin

(
πℓ/L

)]
(9.21)
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for ℓ = x− y > 0. This is precisely the usual equilibrium result in the case of
periodic boundary conditions.

The exact analytical results in (9.19) give rise to a remarkable structure of
kinks in the entanglement entropy S[−L/2,x](t) that brings to mind Lifshitz
phase transitions [174], see Fig. 9.7 for examples of such structures. Indeed,
when crossing a transition line between regions with different numbers of
unstable periodic points, cf. Fig. 9.3(a), the number of kinks in S[−L/2,x](t)
changes by an even integer. This can be viewed as a nonequilibrium analogue
of a Lifshitz phase transition: Instead of jumps or cusps [174] there are, in
general, kinks in the entanglement entropy induced by the unstable periodic
points. Note that such transitions within the heating phase are local and do
not affect global properties such as the heating rate.

Figure 9.7: Plots of the entanglement entropy S[−L/2,x](t) given by (9.19), setting
L = 50, for the case in Fig. 9.3 at (i) (τ1, τ2) = (0.10, 0.45) and (ii)
(τ1, τ2) = (0.35, 0.08). See the caption to Fig. 9.5 for further details.

To understand the entanglement-entropy pattern, we study the mutual
information IA;B(t) = SA(t) + SB(t)− SA∪B(t) for two intervals A = [x1, x2]
and B = [x3, x4]. One can show that IA;B(t) evolves nontrivially in time if and
only if A and B contain at least one unstable periodic point each, separated by
a single stable point (with respect to the same component). Without loss of
generality, we consider only the contributions from the right-moving component.
We compute IA;B(t) for the following two cases, illustrated in Fig. 9.8:

(a) Suppose that A and B are neighbors, i.e., that there is only one stable
periodic point, denoted x−∗p,AB , between them, see Fig. 9.8(a). It follows that
x−t (x2) and x−t (x3) flow to x−∗p,AB , while x−t (x1) and x−t (x4) flow to two other
different stable periodic points, denoted x−∗p,1 and x−∗p,4, respectively. In this
case, we show that the leading contribution to IA;B(t) from the right-moving
component is

−
c

6

log[fp ′
+ (x−∗p,AB)]

ptcyc
t. (9.22)

I.e., it grows linearly in time with a rate given by the stable periodic point
between A and B.

(b) Suppose that A and B are not neighbors, i.e., there is not only a single
stable periodic point separating them, see Fig. 9.8(b). (Such a situation can only
occur if there are at least four unstable periodic points for each component.) In
this case, all x−t (xj) (j = 1, 2, 3, 4) flow to four different stable periodic points.
We show that this leads to a cancelation between SA∪B(t) and SA(t) + SB(t)
such that the contribution from the right-moving component to IA;B(t) does
not change with time for large t.
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Figure 9.8: Illustrations of the two cases (a) and (b) described in the text for the
mutual information IA;B(t) in the heating phase. See the caption to
Fig. 9.6 for further details.

Below we compute the mutual information IA;B(t) = SA(t)+SB(t)−SA∪B(t)
for two intervals A = [x1, x2] and B = [x3, x4]. We give details only for the
right-moving component (without loss of generality, since the two ±-components
commute). Moreover, it follows from the entanglement entropy computation
that the result is nontrivial if and only if A and B contain at least one unstable
periodic point each, denoted x−∗p,A and x−∗p,B ≠ x−∗p,A, respectively, see Fig. 9.8;
we will assume this in what follows.

Computing SA(t) and SB(t) can be done using (9.19). To compute SA∪B(t)
requires a 4-point correlation function of twist fields of the form(

4∏
j=1

[
∂x−t (xj)

∂x

]∆+
m

)
×
(

iπ

L sin(π[x−t (x1)− x−t (x4) + i0+]/L)

)2∆+
m

×
(

iπ

L sin(π[x−t (x2)− x−t (x3) + i0+]/L)

)2∆+
m

×F(u), (9.23)

where F(u) is the conformal block, which depends on the operator content of
the theory, and

u =
sin(π[x−t (x1)− x−t (x4) + i0+]/L)

sin(π[x−t (x1)− x−t (x2) + i0+]/L)

×
sin(π[x−t (x2)− x−t (x3) + i0+]/L)

sin(π[x−t (x4)− x−t (x3) + i0+]/L)
(9.24)

is the so-called cross ratio. We will use that the conformal block F(u) does
not contribute if u tends to a constant finite value different from 1, see, e.g.,
Appendix B of [125]. Let us now treat the cases (a) and (b) described above:

(a) Since x−t (x2) and x−t (x3) flow to x−∗p,AB , while x−t (x1) and x−t (x4) flow
to two other different stable periodic points x−∗p,1 and x−∗p,4, it follows that
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u tends to 0, implying that F(u) does not contribute for large t and can be
neglected in what follows. Due to Property 2 in Sec. 9.2, the contributions
to the von-Neumann entanglement entropy SA∪B(t) from x−t (x2) and x−t (x3)
cancel, and thus the leading contribution from the right-moving component to
SA∪B(t) is

−
c

12
log

[
∂x−t (x1)

∂x

∂x−t (x4)

∂x
×
(

iπ

L sin(π[x−t (x1)− x−t (x4) + i0+]/L)

)2
]
.

(9.25)

The derivative factors above decay exponentially as x−t (x1) and x−t (x4) flow
to their respective stable periodic points, which implies that (9.25) goes as

−
c

12

log[fp ′
+ (x−∗p,1)] + log[fp ′

+ (x−∗p,4)]

ptcyc
t+ o(t) (9.26)

for large t. This and the results for SA(t) and SB(t) [cf. (9.20)] imply that the
leading contribution to IA;B(t) from the right-moving component is given by
(9.22).

(b) We can repeat the argument in (a), recalling that x−t (xj) (j = 1, 2, 3, 4)
flow to four different stable periodic points. Again, u tends to a constant
different from 1, and thus F(u) does not contribute for large t, as before. The
derivative terms in (9.23) will all decay exponentially, while the denominators
stay finite. It follows that the leading contribution to SA∪B(t) is canceled by
the corresponding ones to SA(t) + SB(t), meaning that the contribution from
the right-moving component to IA;B(t) does not change with time for large t.

To summarize, the intervals A and B have to contain at least one unstable
periodic point each and to be separated by a single stable periodic point for
IA;B(t) to grow linearly in time for large t. As a special case, suppose that
A and B contain exactly one unstable point each. Our results then imply
that only neighboring unstable periodic points share entanglement that grows
linearly at late times. This generalizes previous results obtained in [125] for the
special case of sl(2)-deformations to inhomogeneous CFT with general smooth
deformations. Moreover, if the number of such points for each component is
even, then the entanglement entropy is “bipartite”.

9.4 floquet hamiltonian and critical exponents

In chapter 7, we have focused our attention on the dynamics of energy and
entanglement under a generic type of drive that only involved the sl(2) algebra of
the full Virasoro algebra. In this case, writing down a Floquet Hamiltonian HF
was analytically reachable from the finite dimension of the underlying symmetry
algebra. However, in this chapter we are dealing with an infinite dimensional
symmetry algebra, for which obtaining an effective description is in principle
cumbersome as the number of different terms in the Baker–Campbell–Hausdorff
(BCH) formula will keep growing to infinity, even when starting from a relatively
small set of Virasoro generators, such as for instance {L0, L1, L−1, L2, L−2}.
A first but slightly unsatisfactorily approach would be to consider regimes of
high-frequency drives, where higher-order commutators in the BCH formula
can safely be neglected. Such an approach is often referred to as Magnus
expansion. However we propose here to capitalize on the properties of circle
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diffeomorphisms to heavily constrain the form of the Floquet Hamiltonian in
any regime of driving parameters.

Our goal is to obtain for a two-step drive between two generic inhomogeneous
CFTs an effective Hamiltonian HF such that

e−iHFntcyc = (e−iH2T2e−iH1T1 )n, tcyc = t1 + t2, (9.27)

which generically would assume the form

HF =

∫ L

0
dx(v+eff(x)T+(x) + v−eff(x)T−(x)). (9.28)

The problem reduces to finding an expression for v±eff. Such effective velocities
can be obtained from the one-cycle diffeomorphism encoding the time evolution
of (quasi-)primary fields. Let us first concentrate on the non-heating phase. In
this case, the diffeomorphisms f± have an irrational Poincaré number. This
implies that it is conjugate to a rotation, i.e., f± = g± ◦ R± ◦ g±, for some
diffeomorphism g±. As a consequence, the invariant measure on the circle is
simply (g−1

± )′(x)dx. The effective velocities are then given by the logarithm of
the diffeomorphism f±, i.e., the vector field v±(x)∂x whose flow at time one
coincides with f±. Recalling that the flow of v± is the one-parameter family
of diffeomorphisms spanned by the solutions of ẋ = v(x(t)), the statement
v±eff = log f± can be restated as∫ f±(x)

x

dy
v±eff(y)

= 1 for all x. (9.29)

Differentiating with respect to x, this leads to

v±eff(f±(x)) = f ′±(x)v±eff(x) for all x. (9.30)

In order to find v±eff(x) under the assumption that the one-cycle diffeomorphism
f±(x) is known, we make use of the ergodic theorem, stating that the spatial
average of v±eff(x) with respect to the invariant measure of f±(x) coincides with
the time-average, i.e.,∫ 2π

0

dy
2π
v±eff(g±(y)) = lim

n→∞
1

n

n−1∑
k=0

v±eff(f
(k)
± (x)), (9.31)

where x is any point on the circle. This reduces to a Fredholm integral equation
of the second kind,

v±eff(x) =
1

limn→∞ 1
n

∑n−1
k=0 (f

(k)
± )′(x)

∫ 2π

0

dy
2π
v±eff(g±(y)). (9.32)

As g±(x) is unknown, the numerator of (9.32) is an unknown constant, which
can be found by plugging the solution for (9.32) into the constraint (9.29). This
approach is based on the ergodicity of the non-heating phase, i.e., on the fact
that under the iteration of the one-cycle Floquet map that has an irrationnal
Poincaré number one covers densely the unit circle. However, in the heating
phase the diffeomorphisms f± have a rational Poincaré number. In this case,
the ergodic theorem cannot be used because of fixed or higher-order periodic
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points, but the Floquet Hamiltonian can still be approximated around the zeros
of the effective profile v±eff(x) associated to fixed points of f±(x). Nevertheless,
reconstructing the entire Floquet Hamiltonian HF in the heating phase is out
of analytical reach.

We now study the criticality of the phase transition from the heating to
the non-heating phase from a general perspective using circle diffeomorphisms.
We have found in chapter 7 that the order parameter of such transition in
the sl(2) case was given by the (pseudo-)periodicity of the n-cycle Möbius
transformation encoding stroboscopic time evolution, while such parameter was
given by the inverse heating rate in the heating phase. The rate at which both
parameters are diverging when crossing the phase boundary was given by a
critical exponent of 1

2
. We now revisit this computation of the critical exponent,

this time for arbitrary inhomogeneous Floquet drives. Stated in mathematical
terms, we let fϵ be a one-parameter family of circle maps, with ϵ belonging to
some open interval that contains ϵ = 0. For each value of ϵ, we consider the
dynamical system given by

xn+1 = fϵ(xn). (9.33)

We shall assume that fϵ has no fixed points for ϵ > 0, develops a fixed point xc
at ϵ = 0, then has at least two fixed points at ϵ < 0 (see Fig. 9.9). The point
ϵ = 0 in parameter space is a (saddle-node) bifurcation; following our usual
terminology, the regime with ϵ > 0 (resp. ϵ < 0) is referred to as a non-heating
phase (resp. heating phase). Our goal is to describe the scaling laws satisfied by
certain measures of the ergodicity (or lack thereof) of this dynamical system in
the limit ϵ→ 0. In the non-heating phase, the Poincaré rotation number of fϵ
satisfies such a scaling law: it goes to zero as ϵ1−

1
n for an integer n determined

by the behaviour of f0(x) near xc (typically n = 2). In the heating phase, the
Poincaré rotation number vanishes identically, but the heating rate, i.e. the
divergence rate away from the unstable fixed point, behaves as −ϵ1−1/n. In
both cases, the computation rests on universal properties of fϵ(x) near xc. For
simplicity, in what follows we set xc = 0 without loss of generality.

In the heating phase ϵ < 0, the Poincaré rotation number of fϵ vanishes since
fϵ has a fixed point. The transition from the heating to the non-heating phase
(ϵ→ 0−) is a standard saddle-node bifurcation of one-dimensional dynamical
systems, where a stable and an unstable fixed point merge and annihilate. Let
us therefore describe the behaviour of the heating rate ν in the limit ϵ→ 0−.
For small ϵ < 0 and near xc = 0, one can Taylor-expand fϵ(x)− x ∼ ϵ+ αxn

(with n ∈ 2N∗ and α > 0 without loss of generality). Then the unstable fixed
point of fϵ is approximately located at x∗ = (−ϵ/α)1/n. The divergence rate
away from that point is ν = log f ′(x∗) ∼ n(−ϵ)1−1/nα1/n. (This is also the
convergence rate to the stable fixed point in the limit ϵ → 0+.) The same
scaling ν ∼ |ϵ|1−1/n would be found for any other smooth parametrization of
the ‘distance’ of fϵ away from the bifurcation.

In the non-heating phase ϵ > 0, there is no notion of ‘convergence to fixed
points’ since there are no fixed points to begin with, but there is a non-zero
Poincaré rotation number θ. In fact, the dynamical system xn+1 = fϵ(xn) then
is ergodic in general, with a measure µϵ(x)dx that is normalized (

∫ 2π
0 µ(x)dx =

2π) and invariant under fϵ in the sense that

µϵ(fϵ(x))f
′
ϵ(x) = µϵ(x). (9.34)
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Figure 9.9: A typical plot of fϵ mod 2π on the interval x ∈ [0, 2π]. For ϵ > 0, fϵ
has no fixed points and has a non-zero (typically irrational) Poincaré
rotation number θ. As ϵ → 0+, the function fϵ (in green) gets closer to
the identity line f(x) = x, and its Poincaré rotation number decreases
until finally reaching θ = 0 when ϵ = 0 (in blue). The function f0(x)
then has a single fixed point, xc. As ϵ decreases further, fϵ (in red)
develops a pair of fixed points (one stable, the other unstable), and the
convergence rate ϵ to the stable fixed point increases. Our goal here is
to describe the universal behaviour of θ and ν near ϵ = 0.

In these terms, the Poincaré rotation number of fϵ is

θϵ =
1

2π

∫ π

−π
dxµϵ(x)(fϵ(x)− x). (9.35)

Let us describe the behaviour of θϵ in the limit ϵ→ 0+. For small ϵ > 0, the
dynamical system goes through a ‘bottleneck’ near xc (many iterations of fϵ
are needed for the dynamical system to move from x ≈ −π to x ≈ +π). As
a result, the invariant measure µϵ appearing in (9.35) tends to localize near
xc = 0. Let us show this explicitly: Taylor-expanding fϵ(x) − x ∼ ϵ + αxn

(with α > 0 and n ∈ 2N∗ without loss of generality) near xc = 0, the invariance
property (9.34) yields the differential equation

(ϵ+ αxn)µ′ϵ(x) ∼ −nαxn−1µϵ(x) (9.36)

as ϵ→ 0 and x→ 0. The solution is µϵ(x) = C/(ϵ+ αxn) for some integration
constant C. The latter is fixed by the normalization

∫ π
−π dxµϵ(x) = 2π which

yields

µϵ(x) ∼
n sin(π/n)ϵ1−1/nα1/n

ϵ+ αxn
, as ϵ→ 0+. (9.37)

The localization near x = 0 is manifest here, and the Poincaré rotation number
(9.35) becomes

θϵ ∼
1

2π

∫ π

−π
dx

C

ϵ+ αxn
(ϵ+ αxn) = C ∼ n sin(π/n)ϵ1−1/nα1/n (9.38)

in the limit ϵ→ 0+, where we used once more the Taylor expansion fϵ(x)−x ∼
ϵ+αxn. This is the aforementioned scaling law. Note that the dependence of θ
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on α and ϵ is the same as that of ν in the heating phase, save for a difference
in the overall prefactor. Again, the scaling θ ∼ ϵ1−1/n is universal in that it
would hold for any smooth reparametrization of ϵ.

We conclude that the critical exponent is given by 1− 1
n

by approaching the
phase boundary from either phases. We stress that non-fine-tuned cases will
be given by n = 2, leading to an exponent of 1

2
, generalizing the results from

the sl(2) drives to any drive where the one-cycle dynamics can be encoded in a
dynamical map of the form (9.33).



10THERMAL AND DISS IPAT IVE EFFECTS ON
FLOQUET DYNAMICS

10.1 introduction

Recent years have seen much progress in the understanding of out of equilibrium
properties of many-body quantum systems. Two broad categories which have
been explored extensively are (i) the dissipative dynamics of open-systems [175]
and (ii) the dynamics of periodically driven systems [176–178]. Dissipation, in
general, engenders an irreversible non-unitary evolution of the quantum system
towards a steady state. The interplay between unitary Hamiltonian evolution
and dissipation can lead to dissipative phase transitions via nonanalyticities in
the steady state [179]. Understanding the role of dissipation is especially relevant
for quantum simulation platforms which permit the realization of a multitude of
theoretical phenomena and out of equilibrium phases not accessible in standard
solid state systems [180–182]. Tailored dissipation can also be used as a resource
for quantum state engineering of many-body phases [183–192]. In these light, an
important question is whether the phenomenology of inhomogeneous Floquet
CFTs survives the onset of dissipation and whether dissipation suffices to
eliminate the “integrable heating", as opposed to usual ergodic heating.

In this chapter we adress this question by studying the driven-dissipative
dynamics of a critical free fermion chain that is periodically driven following
the SSD drive protocol and can exchange particles with an external bath, as
illustrated on Fig. 10.1. We first introduce initial thermal states in Sec. 10.2,
for which we compute the stroboscopic time evolution of energy analytically
using CFT, and then compute numerically the time evolution of the correlation
matrix, from which we infer energy density evolution as well as entanglement
entropy evolution. We explicitly compare predictions from periodically driven
CFTs at finite temperature to results on the fermionic chain, and find that
remarkably the CFT predictions about the existence of heating and non-heating
phases, as well as the precise scaling across the transition, are still valid for
relatively large initial temperatures. The spatial structure inherent to the
heating phase of this Floquet drive at zero temperature is also present at finite
temperatures, and can be observed both as signatures in energy density and
entanglement entropy. We then study the effect of dissipation in Sec. 10.3, by
putting two dissipators at the end of the chain, which can exchange particles
with an external bath or that can act as a source of dephasing. In these two
driven-dissipative scenarios, energy as well as entanglement increase rapidly,
but clear signatures of the emergent horizons are observed in the high-frequency
regime, where particles entering the system from the bath get stuck at the first
horizon they encounter. Away from the high-frequency limit, though signatures
of the horizons are not as easily observable in the energy/particle density, the
specific kink structure of the mutual information between the two horizons
survives a wide range of dissipation strengths.
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Figure 10.1: (a) Two Hamiltonians used to construct the Floquet drive: homogeneous
Hamiltonian H0 and sine-square deformed Hamiltonian H1 on a free
fermion chain of length L, with dissipators placed at the boundaries of
the chain and characterised by dissipation rates Γ±

L/R
. (b) Illustration of

the two step drive H(t) between H0 and H1. (c) Sketch of the emergent
spatial structure in the energy density E(x, t) in the heating phase,
with two hotspots x∗ and L− x∗, interpreted as emergent horizons in
a stroboscopic curved spacetime [193]. At each Floquet cycle entangled
pairs of quasiparticles are created, which accumulate at each of the
two peaks, leading to a linear growth of mutual information I(A;B)
between the two horizons. We want to understand the robustness of this
phenomenology to the introduction of dissipation and thermal initial
states. (d) Phase diagram between heating and non-heating phases in
the case without dissipation at zero temperature.



10.2 thermal effects on the heating dynamics 133

10.2 thermal effects on the heating dynamics

In this first section we first generalize the results from Chapter 7 and Chapter 9
on the time evolution of total energy E(t) in the case of finite temperature
β−1 and finite system size L, and compare these CFT predictions with explicit
lattice calculations on a non-interacting fermionic chain.

thermal floquet cft We now provide an analytical expression for
the stroboscopic time evolution of the total energy E(t) after n-cycles of the
SSD Floquet drive (see Chapter 7), starting from an initial thermal state at
temperature β−1. This entails the computation of the following:

E(t) =
2π

L
Tr(e−βH0 (UnF )

†(L0 + L̄0)U
n
F ), (10.1)

where UF = e−iH0T0e−iH1T1 . We provide two alternative routes to compute
E(t). The first approach makes use of the underlying su(1, 1) algebra spanned
by {L0, L−1, L1}, while the second approach relies on diffeomorphisms of the
circle presented in Chapter 9.

We first evaluate the stroboscopic time evolution operator

(UnF )
†L0U

n
F = ein(T0+T1)HF L0e

−in(T0+T1)HF , (10.2)

with the Floquet Hamiltonian assuming the form (7.63) from Chapter 7. The
time evolution of the operator L0 in the Heisenberg picture then takes the form

ein(T0+T1)HF L0e
−in(T0+T1)HF = θ1L0 + θ2L1 + θ3L−1. (10.3)

Using the fact that only L0 has a non-zero expectation in a thermal state, we
obtain

Tr[(L0 + L1 + L−1)e
−βH0 ] = Tr[L0e

−βH0 ], (10.4)

Note that the non-zero modes of the stress tensor do not contribute since
L±1 acting on the ket (or bra) creates a descendant state of a different level,
which is orthogonal to the bra (or ket). From this argument, it is clear that
⟨L1⟩β = ⟨L−1⟩β = 0, thus we simply need to evaluate θ1 in (10.3). To do so,
we make use of the non-unitary 2 × 2 representation of the su(1, 1) algebra,
given by

L0

∣∣∣
2×2

=

(
−1/2 0

0 1/2

)
, L−1

∣∣∣
2×2

=

(
0 0

−1 0

)
, L1

∣∣∣
2×2

=

(
0 1

0 0

)
.

(10.5)

We thus deduce that

⟨eiHF tL0e
−iHF t⟩β = θ1⟨L0⟩β

=

σ2
0 − (σ2

+ + σ2
−) cos

[√
σ2
0 − σ2

+ − σ2
−

2πt
L

]
σ2
0 − σ2

+ − σ2
−

 ⟨L0⟩β , (10.6)
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The remaining thermal expectation value is a time-independent equilibrium
one, thus the full stroboscopic time evolution is encoded in θ1. Restricting to
the c = 1 free boson CFT we can use the following standard result on the torus
for a Luttinger liquid at Luttinger parameter K = 1,

⟨L0⟩β = −
L

4π

∂ logΘ(β/L)

∂β
+
∑
m>0

m

e2πmβ/L − 1
, (10.7)

where Θ is the Siegel theta function, explicitly defined as

Θ =
∑

m,ω∈Z
exp

[
−
πβ

L

(
m2

2
+ 2ω2

)]
. (10.8)

Using the above results in (7.63), we obtain the following general result for
the stroboscopic energy evolution after n cycles,

E(n) =
γ1γ2 − 4 cosh

(
log ξ

√
γ1γ2

√
γ1γ2−4

γ1−γ2 n
)

γ1γ2 − 4

×
[
−
L

4π

∂ logΘ(β/L)

∂β
+
∑
m>0

m

e2πmβ/L − 1

]
. (10.9)

The principal effect of temperature manifests via an overall temperature
dependent prefactor stemming from the equilibrium thermal expectation value
⟨L0⟩β . Consequently, both the periodicitiy of the energy oscillations and the
heating rate remain unaltered. Though this factor depends on the specific theory
at hand, temperature effectively decreases the energy amplitudes in both phases.
The universal critical exponent characterising the non-heating-to-heating phase
transition is still 1

2
, as the order parameters (the periodicity and the heating

rate) are identical with respect to the zero temperature case.
We note that the above derivation only holds for deformation profiles that

belong to the sl(2) subalgebra of the full Virasoro algebra. We can also derive
the finite-temperature evolution of the energy-momentum tensor after the
2-step Floquet drive for generic deformations based on the geometric approach
from [165]. In this case, the evolution of the holomorphic part of the stress
tensor is given by

⟨T (x, t)⟩β =

(
∂x̃−n
∂x

)2

⟨T (x̃−n (x))⟩β −
c

24π
{x̃−n , x}, (10.10)

where x̃−n (x) is given by (9.13), and {x̃−n , x} is the Schwarzian derivative of
x−n (x). Combining the holomorphic and anti-holomorphic parts of the stress
tensor, we conclude that the energy density is

E(x, t) =

(∂x̃−n
∂x

)2

+

(
∂x̃+n

∂x

)2
 ⟨T ⟩β − c

24π
[{x̃−n , x}+{x̃+n , x}]. (10.11)

We can then use the fact that the equilibrium one-point function of the stress
tensor ⟨T (x̃−n (x))⟩β = ⟨T̄ (x̃+n (x))⟩β = ⟨T ⟩β is independent of x, and is simply
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given by the derivative of the partition function on the torus with respect to β.
For a c = 1 CFT corresponding to the K = 1 Luttinger liquid, we find

⟨T ⟩β = ⟨T̄ ⟩β = −
∂ logZ

∂β
, (10.12)

with the partition function of the free boson at K = 1 given by

Z(β) =
1

|ξ(iβ/L)|2
∑

m,w∈Z
exp

[
−π

β

L

(
m2

2
+ 2w2

)]
=

Θ(β/L)

|ξ(iβ/L)|2
, (10.13)

where ξ is the Dedekind eta function. This formula enables one (by integrating
over space) to obtain E(t),

E(t) =

∫ L

0
E(x, t)dx. (10.14)

For the case of the SSD drive, the 1-cycle diffeomorphisms introduced in the
previous chapter are expressed as

f±(x) = f−1(f(x)∓T0)∓T1 =
L

π
arctan

[
tan

(πx
L

)
∓ 2π

T0

L

]
∓
T1

L
. (10.15)

This approach thus leads to the stroboscopic evolution of energy density and
total energy after n-cycles for general deformation profiles. However, the result
does not have a closed form and must be iterated for each Floquet cycle. In
the rest of the chapter, we concentrate on the SSD drive protocol for which we
have a closed form expression for (10.9).

thermal initial states on the lattice We now turn to lattice
calculations at finite temperature. We consider the following initial thermal
correlation matrix

Cij =
1

tr(e−βH0 )
tr(c†i cje

−βH0 ), (10.16)

where H0 is the uniform chain defined in Eq. (10.19). This expression reduces
to evaluating

Cij =
∑
k

U∗
kiUkj⟨nk⟩, (10.17)

where U is the unitary diagonalizing the matrix h0. In the large N =
∑
k⟨nk⟩

limit, we can use the Fermi-Dirac distribution

⟨nk⟩ =
1

eβ(ϵk−µ) + 1
. (10.18)

The time evolution of the correlation matrix is then obtained by solving
Eq. (10.27) numerically for zero dissipation, which then reduces to the Heisen-
berg equation.

We extended previous CFT results at β−1 = 0 at thermal initial states in
Sec. 10.2, in the case of a c = 1 compactified free boson CFT on a radius
R = 2 (or equivalently with a the Luttinger parameter K = 1), which describes
the low-energy dynamics of our lattice model. We conclude that the physical
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(a)

(c)

(b)

(d)

Figure 10.2: Energy change E(t) − E(0) in heating phase (a) and non-heating
phase (b), for different initial temperatures, for a one dimensional
chain of length L = 1000 with periodic boundary conditions and
|T0/L| = |T1/L| = 0.05. Comparison with the CFT time evolution
at finite temperature is shown (dashed lines). The long time limit of
the energy evolution is shown in the non-heating phase on the lattice
(orange), compared to the CFT predictions (blue), both at initial
temperature β−1 = 0.02 (c) and β−1 = 0.05 (d).

behaviour predicted by thermal Floquet CFT in the heating and non-heating
phases does not depend crucially on the choice of (pure) initial state, which
simply changes the amplitude of the total energy evolution, c.f. (10.9). In order
to verify the CFT predictions, we revert to the lattice model and compute the
energy, E(t) =

∑
i⟨c

†
i+1ci⟩+ h.c. Our results for different temperatures and a

comparison with the CFT predictions are shown in Fig. 10.2. In the heating
phase, an exponential growth of energy with higher energy absorption at finite
temperature is seen, as predicted by the finite temperature CFT predictions,
that agree for a few Floquet cycles with the lattice calculations. Surprisingly,
the actual heating rate on the lattice compared to the one predicted by CFT,

2π
T0+T1

| log(ξ)|, slightly decreases with increasing temperature. The non-heating
phase persists: the periodicity, formally defined as the inverse of the heating
rate of the heating phase, TE = T0+T1

2π| log(ξ)| , grows with temperature in the
same way that the heating rate decreases with temperature in the heating
phase, while the amplitude of the oscillations gets larger, as predicted from
CFT. From a CFT perspective, the change in periodicity and heating rate
cannot be explained by the introduction of finite temperature, as seen explicitly
from (10.9). This effect is a consequence of the full cosine dispersion of the
lattice Hamiltonian, as taking higher initial temperatures will imply access to
high-energy states away from the linearized regime around the Fermi points.
We finally note that at long times on the lattice in the non-heating phase, the
energy oscillations eventually decay, as shown in Fig. 10.2(c-d), while CFT
predicts persistent oscillations up to infinite times. The speed of such a decay
depends non-universally on the initial temperature β−1 as well as the choice of
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(a) (b) (c)

Figure 10.3: Total energy after 10 cycles as a function of T0 and T1 for L = 200,
for (a) β−1 = 0, (b) β−1 = 0.05, (c) β−1 = 0.1. The phase boundary
between heating and non-heating phases predicted by CFT (at finite and
zero temperature) is shown in red and given by the solution of ∆ = 0 in
Eq. (7.16). We note that a higher number of Floquet cycles leaves the
phase diagram qualitatively unchanged, although the resulting energy
deviate from CFT predictions in the heating phase at non-zero initial
temperature.

driving parameters (T0/L, T1/L). However it does not depend on the choice of
system size L, for fixed T0/L and T1/L.

To study the robustness of the phase diagram to temperature, we plot
E(t = 10T ) as a function of the driving parameters T0 and T1, as shown in
Fig. 10.3. At zero temperature, this approximates well the analytically obtained
phase diagram of the CFT. At β−1 = 0.1 (to be compared with the cosine
bandwidth of 2), the phase diagram remains unaffected and the transition
between oscillating and exponentially growing total energy is still clear. This
observation is consistent with the expectations from the CFT: in principle, the
long time Floquet dynamics should be independent of the initial state as it
only involves time evolution of operators in Heisenberg picture, such that both
heating and non-heating phases should remain well-defined. This conclusion is
further strengthened by the scaling behaviour of the order parameter T0+T1

2π| log(ξ)| ,
the(pseudo-)periodicity of the energy E(t). For pure states, CFT predicts a
divergence of this order parameter with a critical exponent 1

2
[123] as one

approaches the boundary to the heating phase. In Fig. 10.4, we plot the scaling
behaviour of the periodicity of the energy as one approaches the heating phase.
At zero temperature, the lattice numerics are well-fitted by the CFT predictions.
At finite temperature, though the periodicity is modified by temperature as we
have observed in Fig. 10.2, the scaling across the phase transition remains the
same and we can still extract a critical exponent of 1

2
[123], as predicted by

thermal Floquet CFT. This indicates that the transition is robust to thermal
states as long as β−1 < 0.1, after which broadening effects stemming from the
full lattice dispersion become relevant, as observed on Fig. 10.3.

The hallmark of the heating phase is the emergence of entangled black-hole
horizons, where the mutual information I(A,B) between the two horizons x∗
and L− x∗ grows linearly in time, i.e., I(A,B) ∼ 1

3
log(ξ)n, with n the cycle

number, provided A and B both contain one of the two horizons. Using Peschel’s
method for non-interacting lattice systems [194], we extract the entanglement
entropy from the correlation matrix Cij of the lattice problem. The stroboscopic
evolution of the mutual information for A = [0, x) and B = (x, L] for n = 15
Floquet cycles with the concomitant energy density E(x, t) are shown in
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Figure 10.4: Scaling of the periodicity of total energy E(t) in the non-heating phase
when approaching phase transition at T0 = T∗, for T1/L = 0.05, and for
different initial states β−1. Explicit comparison with the CFT scaling
(which is independent of temperature) is shown. While the periodicity
changes as we increase initial temperature, its scaling near the phase
transition agrees with the CFT prediction giving a critical exponent 1

2
for any initial temperature.

Figs. 10.5(a) and (b) (heating phase away from the high-frequency limit). At
zero temperature, the mutual information displays a clear kink structure at
x∗ and L− x∗, with a linear growth of mutual information if x ∈ (x∗, L− x∗),
and saturation to a constant otherwise. We find that this spatial structure of
entanglement is robust to the introduction of initial temperatures, as long as
β−1 ≈ 0.05, after which the emergent entanglement structure starts to break
down, and the energy horizons disappear. We note that this regime of driving
parameters corresponds to large micromotion of the order of the system size,
such that deviations from the linear dispersion are crucial. We conclude that
the CFT predictions for the phase diagram and the structure characterising
the heating-to-non-heating transition in the driven lattice model are robust to
the introduction of temperatures up to β−1 ∼ 0.05.

10.3 effects of dissipation on the heating transition

In the previous section, we discussed how heating in a generic class of critical
driven closed systems emerges via with formation of entangled energy hotspots.
We now explore whether this rich phenomenology survives in an open system
setting, a situation of great relevance to experiments where dissipation is
ubiquitous. Typically, the study of a dissipative and driven interacting lattice
model at criticality requires highly complex computational tools which might
be poorly convergent in the long time limit. However, here we can harness the
fact that the main physical features are universal and solely characterized by
the central charge of the critical lattice model to simplify our task of the study
of the dissipative system. Hence, in this section, as a representative example,
we consider a system of free fermions hopping on a one-dimensional lattice of
length L at half-filling, whose low energy theory is a c = 1 free boson CFT.
This model permits an exact derivation of the time evolution of the system in



10.3 effects of dissipation on the heating transition 139

0 50 100 150 200
Site

0

1

2

3
M

ut
ua

l I
nf

or
m

at
io

n

1 = 0

Ncycles = 0
Ncycles = 5

Ncycles = 10
Ncycles = 15

0 50 100 150 200
Site

0

1

2

3

M
ut

ua
l I

nf
or

m
at

io
n

1 = 0.01

Ncycles = 0
Ncycles = 5

Ncycles = 10
Ncycles = 15

0 50 100 150 200
Site

0.0

0.5

1.0

1.5

2.0

M
ut

ua
l I

nf
or

m
at

io
n

1 = 0.1

Ncycles = 0
Ncycles = 5

Ncycles = 10
Ncycles = 15

0 50 100 150 200
Site

0.000

0.001

0.002

0.003

En
er

gy
 C

ha
ng

e

1 = 0

0 50 100 150 200
Site

0.000

0.001

0.002

0.003

0.004

0.005

En
er

gy
 C

ha
ng

e

1 = 0.01

0 50 100 150 200
Site

0.005

0.000

0.005

0.010

0.015

En
er

gy
 C

ha
ng

e

1 = 0.1

(a) (b) (c)

(d) (e) (f)

Figure 10.5: (a-c) Scaling of mutual information I([0, x), (x, L]) in the heating phase,
T0/L = 0.95, T1/L = 0.05, L = 200 for different initial temperatures,
β−1 = 0, 0.01, 0.1. A kink structure is observed at the position of the
two horizons x∗ ≈ 55 and L− x∗, as predicted by CFT. (d-f) Energy
density E(x, t)−E(x, 0) in the heating phase T0/L = 0.95, T1/L = 0.05,
L = 200 for different initial temperatures, β−1 = 0, 0.01, 0.1. We
observe at x∗ and L − x∗ two hotspots in energy density that are
building up exponentially in time.

the presence of both dissipation and drive. The Hamiltonians corresponding to
the two-step drive in Eq. (13.44) are given by

H0 =
1

2

L−1∑
i=1

c†i ci+1 + h.c.,

H1 =

L−1∑
i=1

sin2
(
πi

L

)
c†i ci+1 + h.c..

(10.19)

The dynamics of the system density matrix ρ is governed by the Gorini-
Kossakowski-Sudarshan-Lindblad master equation [175, 195–199]

∂ρ

∂t
= −i[H(t), ρ] +

∑
µ

(
2LµρL

†
µ − {L†

µLµ, ρ}
)
. (10.20)

For the situation where the Hamiltonian H(t) and the bath operators Lµ are
respectively quadratic and linear in the fermionic operators (c and c†), a general
solution can be exactly obtained [200].

We first map the fermionic operators to Hermitian Majorana operators

w2m−1 = c†m + cm, w2m = i(cm − c†m) (10.21)

which satisfy the anti-commutation relations

{wj , wk} = 2δj,k. (10.22)
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In the Majorana representation, the Hamiltonian and the bath operators can
be expressed as

H =
∑
lm

wlHlmwm,

Lµ =
∑
n

lµ,nwn,
(10.23)

where Hlm is a 2L by 2L anti-symmetric matrix. In this chapter, we consider
the following bath operators attached at the two ends of the chain as shown in
Fig. 10.1(a):

LL/R = Γ
L/R
+ c†

L/R
+ Γ

L/R
− cL/R, (10.24)

where L (R) refers to the site on the left (right) edge of the chain. For this
chapter, we fix ΓL = ΓR and define

Γ+ = γ, Γ− = Rγ. (10.25)

In a non-interacting system, all observables can be obtained from the correlation
matrix

Clm = tr(wlwmρ). (10.26)

Using the anti-commutativity of the Majorana operators (10.22) and the Lind-
blad equation (10.20), it can be shown that the correlation matrix obeys [201]

dC

dt
= −4C(t)

[
iH(t) + iH(t)T +Mr +MT

r

]
− 8iMi, (10.27)

where Mr (Mi) is the real (imaginary) part of the the matrix Mij =
∑
µ lµ,il

∗
µ,j .

We now use the fact that the Floquet Hamiltonian H(t) is piecewise constant in
time, such that Eq. (10.27) is a Lyapunov matrix ordinary differential equation
of the form Ċ = −XC(t) − C(t)XT − iY , whose explicit solution takes the
closed form [202]

Cil(t) =
∑
j,k

Vij

[(
et(αj+βk)

)(
V −1C(t0)(W

†)−1
)
jk

+

(∫ t

t0

dse(t−s)(αj+βk)

)(
V −1(−iY )(W †)−1

)
jk

]
W †
kl, (10.28)

where C(t0) is the initial correlation matrix, V and W are the unitaries
diagonalizing −X and −XT , and αi, βi are their respective eigenvalues. The
full stroboscopic time evolution C(n(T0 + T1)) can be obtained numerically via
a sequential evolution by resetting the initial condition to C(nT1 + (n− 1)T0).

This analysis can be extended to include dissipation quadratic in fermion
operators, such as on-site dephasing, for which Lµ =

√
γµc

†
µcµ. By taking

expectation values of Eq. (10.20) one finds the evolution equation for the (now
complex) correlation matrix Γij(t) = Tr{ρ(t)c†i cj} to be of the form

∂tΓij(t) = i
[
hT (t),Γ(t)

]
ij

+
∑
µ

γµ(2δijδµi − δµi − δµj)Γij(t), (10.29)
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where h(t) is defined by H =
∑
ij hij(t)c

†
i cj . Closed equations similar to

Eq. (10.29) can be easily integrated numerically, and hold for generic dephasing
terms as long as the jump operators are hermitian. As before, the correlation
matrix contains enough information to compute quantities such as the energy
density. However, in contrast to single particle loss and gain, the resulting
density matrix is in general non-gaussian, which prevents us from directly
computing entanglement entropies [203].

Dephasing is also often generated by unitary evolution in the presence of
white noise [204], or in quantum state diffusion models [203]. Here we take the
former approach by adding an additional Hamiltonian term Vi = ξi(t)ni, where
ξi(t) is gaussian white noise whose variance is fixed by the dephasing strength
via ξi(t)ξi(t′) = δ(t− t′)γi. After averaging over different noise realizations the
unitary dynamics is equivalent to Eq. (10.20) with Lµ =

√
γµc

†
µcµ, which can

be seen by averaging over the trotterized equations of motion for the density
matrix. This endows the dephasing with a physical interpretation and allows us
to study the entanglement dynamics within each noise realization. The average
dynamics of the entanglement entropy SA(t) = −TrρA log ρA ≠ −TrρA log ρA
generally differs from the entanglement of the average density matrix, and can
exhibit more interesting features such as entanglement phase transitions [205].
In the following we will focus on the dynamics of SA(t) and the energy density
for boundary noise where

LL,R =
√
γL,Rc

†
L,RcL,R = L†

L,R. (10.30)

Whether coherent non-equilibrium dynamics remains stable to external baths
is an interesting —and in general open— question. The difficulty in open
systems stems from the fact that the system can now exchange energy and
information with a dissipative environment, which can irreversibly alter fragile
quantum states. Typically, one can expect that a contact with the environment
acts as a mitigating influence on the energy absorbed by the system from
the drive, thereby stabilising non-heating phases in larger parts of the phase
diagram. To test this heuristic picture, we consider boundary dissipation in the
finite chain. We will not be interested in the steady state reached by the system
at large times, but rather in the robustness of the features of the heating phase
to dissipation, as well as the transition between different phases at short times,
of the order of tens of Floquet cycles.

We first consider the case where the driven free fermion chain exchanges
particles with an external bath at its boundaries. All observables can be
computed from the correlation matrix (10.26). The time dependent correlation
matrix for dissipative particle exchange is explicitly given by Eq. (10.28), for a
piecewise constant Floquet Hamiltonian H(t).

As a first step, we consider the high-frequency regime of the drive, i.e.
|T0|+ |T1| ≪ L. For T0, T1 > 0, this corresponds to the non-heating phase in
the dissipationless case, as seen in Fig. 10.1(d). Dissipation washes out the
oscillating structure of energy and entanglement entropy of the non-heating
phase. We will therefore focus our analysis on the heating phase. Note that
addition of temporal disorder already erases the non-heating phase in the
dissipationless setting [131]. Given the periodicity of the phase diagram along
the T0

L
axis, we can also explore a heating phase in the high-frequency limit if

T0 < 0. This is equivalent to switching the sign of the homogeneous Hamiltonian.
In this case the quasiparticles propagating with local velocities v0(x) for time T0
and v1(x) for time T1, change their direction between the two steps of the drive,
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(a) (b)

(c) (d)

Figure 10.6: High-frequency regime for the driving parameters, |T0|/L = |T1|/L =
0.05. (a,b): Energy density time evolution E(x, t) −E(x, 0) in the case
without dissipation, γ = 0, as well as the case with dissipation γ = 0.01.
(c) Particle density evolution, for γ = 0.01, for different number of
Floquet cycles, with R = 0.5, leading to an overall particle gain. (d)
Same as (c) but for R = 1.5, leading to an overall particle loss.

and the micro-motion of left (right) movers oscillates around x∗ (L− x∗). This
regime will be particularly resistant to the introduction of dissipation at the two
edges of the chain as due to reduced micromotion, the energy horizons survive
not only at stroboscopic times but all times. Consequently, no information
can propagate from one edge of the system to the other. Therefore, adding or
removing particles (depending on the ratio R between Γ

L/R
+ and Γ

L/R
− ) at the

edges of the chain does not affect the particle density between x∗ and L− x∗,
which remains pinned at 1

2
, as seen in Fig. 10.6(c–d) .

Energy accumulation is seen in the regions [0, x∗] and [L−x∗, L] for non-zero
dissipation strength, see Fig. 10.6(b). Although the energy density ultimately
becomes larger at the edges of the chain, the horizons act as an energy blockade,
preventing any energy growth in the central region (x∗, L− x∗). We conclude
that in such a regime the dissipative system will not tend to a steady state with
uniform density, where particle density is 1 (0) ifR < 1 (R > 1) (see Eq. (10.25))
, because of the persistence of the horizons which effectively decouple the system
into three pieces: the left and right edges [0, x∗) and (L−x∗, L] where particles
accumulate or deplete because of the exchange with the bath, and the middle
piece (x∗, L−x∗) where the dynamics is unaffected by the dissipative couplings
to the baths. This decoupling is understood via the quasiparticle picture,
where the micromotion of quasiparticles is concentrated around the horizons,
and the system is effectively quenched with a deformed Hamiltonian with
a velocity profile veff(x) such that veff(x∗) = veff(L − x∗) = 0, leading to
such decoupling [193]. We note that this quenched dynamics is only a good
approximation in the high-frequency limit |T0|+ |T1| ≪ L. Besides exponential
energy accumulation, horizons also share mutual information I(A,B) which
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grows linearly in time. This linear growth of mutual information is shown in
Fig. 10.7(a). The extent of this linear regime increases with system size L, as
clearly shown in Fig. 10.7(b). We see that the physics of entangled horizons
persist for a substantial range of dissipation in large enough systems. However,
we note that above a certain dissipation threshold of about γ ∼ 0.1, we lose
this linear regime of entanglement growth in the high-frequency regime.

(a) (b)

Figure 10.7: (a) Growth of half-system mutual information I([0, L/2], [L/2, L]) for
|T0/L| = 0.05, T1/L = 0.05, with different dissipations, and system
sizes L = {100, 200, 500, 800} (circle, cross, triangle, square). (b) Same
plot for different values of γ.

Away from such a high-frequency limit, micro-motion is not negligible any-
more [126] and quasiparticles can travel through the whole system in a single
Floquet period, which makes the horizon picture only valid at stroboscopic
times, and cannot decouple the system completely at all times. The energy
density will ultimately, at long enough times, increase uniformly in the system
instead of being confined to the horizons as we increase dissipation. Our results
for the mutual information for the case Γ

L/R
+ = Γ

L/R
− =: γ are summarized

in Fig. 10.8. We find that the mutual information is robust to small enough
dissipation γ < 0.005, indicating that the entangled horizons survive for a range
of times, even in cases where |T0|+ |T1| ∼ L. We stress that such a structure
is not observed as clearly in the entanglement entropy, as it does not integrate
out entanglement shared with the bath contrary to mutual information.

An important question concerns whether the transition from the heating
to the non-heating phase is modified or smeared by dissipation. The heating
phase is characterised by linearly growth of mutual information in time, as long
as the subsystems A and B contain one of the two horizons each, while the
non-heating phase has an oscillatory mutual information. Therefore we analyse
the scaling of the half-system mutual information I

(
[0, L

2
), (L

2
, L]
)

after 10

Floquet cycles across the phase transition predicted by CFT across the T0
L

= T1
L

line in Fig. 10.9(a). In the non-heating phase mutual information oscillates by
varying the driving parameters, while it suddenly grows as a function of T0

L

after T∗
L
≈ 0.415, as predicted by CFT in the non-dissipative case, and then

increases as a function of driving parameters in the heating phase. Although
the critical exponent cannot be extracted clearly in the dissipative case, we still
clearly observe a non-analyticity at T∗

L
, signalling the persistence of the phase

transition, for values of the dissipation rate γ smaller than 0.005. After this
threshold, dissipation dephases quasi-particles which makes it impossible to
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Figure 10.8: Scaling of mutual information in the heating phase T0/L = 0.9, T1/L =

0.1 and L = 200, for different values of dissipation γ = ΓL
+ = ΓR

+, with

Γ
L/R
+ = RΓ

L/R
− with R = 0.1, (a) no dissipation, γ = 0, (b) γ = 0.0001,

(c) γ = 0.001, (d) γ = 0.002.

correctly observe entangled pairs of quasiparticles forming at the two horizons
x∗ and L− x∗ at each Floquet cycles, leading to entanglement growth between
left and right regions in the dissipationless case.

We now consider dephasing at the boundaries of the chain instead of letting
particle exchange with an external bath. In contrast to the previous case,
here the dissipation conserves particle number and the particle density will
not show any signature of the horizons. We therefore focus on the energy
density E(x, t), computed from the correlation matrix, as well as the mutual
information averaged over the Gaussian white noise realizations ξi(t) in the
presence of a boundary potential Vi = ξi(t)ni. We show the half-system mutual
information after 10 drive cycles in Fig. 10.9 (b). While dephasing is expected
to partially suppress the generation of entanglement since it drives the system
into a trivial mixed state, we find that the half-chain entanglement entropy
grows with increasing dephasing strength for several driving cycles. This shows
that fluctuations induced by our dephasing protocol at the edges of the system
dominate the dynamics on the time scales we are considering. Our results show
that the entanglement dynamics introduced by the dephasing smoothens out
the sharp transition from the heating-to-non-heating phase compared to the
previous dissipation scheme. This growth in entanglement is also connected
to the rapid growth of energy density across the whole system, as shown in
Fig. 10.10. This dynamics of the total energy stems from the injection of
quasiparticle excitations due to the fluctuations at the edges and is generally
found to be exponential in time [203, 206].

Although there is no sharp transition between the heating and non-heating
phase, the energy density E(x, t) in the heating phase still forms robust peak
structures, similar to the heating phase in the closed system, see Fig. 10.10. The
horizon structure persists for more than 10 driving cycles, despite dephasing
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(a) (b)

Figure 10.9: (a) Half-system mutual information I
(
[0, L

2 ), (L
2 , L]

)
after 10 Floquet

cycles as a function of T0
L =

T1
L =: T

L for different values of the
dissipation γ, and L = 100. The phase transition in the CFT model
occurs at T∗

L = 0.415. We also display the scaling predicted by the
CFT for the mutual information in the dissipationless case. We observe
a kink in the mutual information around T∗

L , signalling the persistence
of the heating and non-heating phases in the entanglement structure
of the system, even for non-zero dissipation. (b) Same figure but with
dephasing instead of particle exchange with the bath.

strengths of the order of γ = 0.001. Furthermore, the horizons remain at the
positions x∗ and L− x∗ predicted by the CFT, despite the sizable change in
the total energy, as shown in Fig. 10.10(b).

We finally note that studying the interplay between dissipation and dephasing
could lead to even richer physics. In systems without any Floquet driving, for
example the XXZ chain, it has been shown that the interplay between edge
dissipators and local dephasing terms can indeed result in varied regimes of heat
and spin transport, for instance unidirectional heat flow, or heat flowing from
both edge reservoirs towards the middle. Transitions from a ballistic regime
to diffusive regime can be generated by such dissipators [207]. When coupled
with periodic driving, it is highly likely that interesting regimes of behaviour,
especially from a quantum thermodynamics perspective, might arise. It will be
interesting to study in detail these effects.
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Figure 10.10: Time evolved energy density E(x, t) in the heating phase with driving
parameters T0/L = 0.95, T1/L = 0.05 for the dephasing protocol
on the boundaries, with dephasing strengths (a) γ = 0.0001 and (b)
γ = 0.001. The horizon structure of the heating phase persists in
presence of dissipation.



11FLOQUET ENGINEERED INHOMOGENEOUS
QUANTUM CHAOS

11.1 introduction

This chapter delves into the investigation of scrambling properties exhibited by
periodically driven inhomogeneous critical systems. As explored in Chapter 7
and 9, these Floquet systems showcase diverse heating and non-heating phases,
owing to the presence of fixed points in the one-cycle Floquet map that captures
the time evolution of primary fields. Although the effective curved spacetime [see
Sec. 7.4] related to the non-heating phase is devoid of singularities, the heating
phase displays emergent spacetime horizons that absorb all quasiparticles and
share growing non-local quantum information. The peculiar nature of this
“integrable heating phase” suggests that the emergent Floquet horizons could
contribute to the emergence of quantum chaotic features. While minimal models
and rational CFTs do not exhibit chaotic features, holographic CFTs at thermal
equilibrium have been shown to be maximally chaotic [208].

The primary objective of this chapter is to understand how the emergence of
Floquet horizons affects chaotic features at large central charge far from thermal
equilibrium. We demonstrate that inhomogeneous periodic drives in the heating
phase result in the inhomogeneous scrambling of quantum information, as
indicated by out-of-time-order correlators (OTOC) [see Sec. 4.3]. The Hawking
temperature of the Floquet horizons serves as an effective temperature at which
the driven large-c CFT thermalizes, thereby restoring the limit on quantum
chaos at thermal equilibrium. Furthermore, the inhomogeneous nature of this
scrambling implies that continuous tuning of the driving parameters results in
transitions from chaotic to non-chaotic regimes, which cannot be the case for
homogeneous chaotic CFTs at equilibrium [208].

The remainder of this chapter is structured as follows. In Sec. 11.2, we provide
a brief review of OTOC computation for large central charge CFTs at thermal
equilibrium, as outlined in [208]. In Sec. 11.3, we extend this computation
to the case of periodically driven inhomogeneous CFTs with large central
charge, with a focus on the sl(2) class of drives. Additionally, in Sec. 11.4,
we investigate another class of periodic drives based on Rindler deformations
and demonstrate how tuning the driving parameters can induce transitions
in the OTOC behavior between chaotic and non-chaotic dynamics. Finally,
in Sec. 11.5 we propose a simple measurement protocol for OTOCs, which is
based on a stroboscopic backward time evolution approach that is suitable for
any driven inhomogeneous CFT.

11.2 prelude: quantum chaos at large central charge

In this section we review the derivation of the time evolution of out-of-time-
order correlators (OTOCs) for a homogeneous CFTs at a temperature β−1 [208].
In particular, we rederive the result that the OTOC of holographic CFTs (i.e.,
CFTs with central charge c → ∞) in the Virasoro identity block shows an
early time exponential growth with a Lyapunov exponent λL that saturates

147
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the bound on quantum chaos. As discussed in Sec. 4.3, the OTOC defines a
useful diagnose of early time quantum chaos, and is generally defined, for two
operators V and W , as

C(t) ∼ ⟨W (t)VW (t)V ⟩β , (11.1)

such that [V,W ] = 0 at time t = 0. By the growing non-commutativity of
operators in quantum chaotic systems, one would expect at large times a small
overlap by comparing a state on which we apply V and then W (t) or first W (t)
and then V , thus leading to non-trivial time evolution evolution of OTOCs.
This chaotic property of OTOC was uncovered from the gravity sector of
holographic theories [209], and led to the assumption that there is a bound on
the exponential growth of OTOC [210].

We consider a (1+1)-dimensional CFT, such that the computation of the
OTOC reduces to a four-point function of primary fields V (z, z̄) and W (z, z̄),
on a Euclidean thermal cylinder at finite temperature β−1 and infinite system
size. In such a setting, time evolution of primary fields on the thermal cylinder
amounts to computing vacuum expectations,

⟨Φ(x, t)...⟩β =

(
2πz

β

)h (2πz̄

β

)h̄
⟨Φ(z, z̄)...⟩, (11.2)

with

z(t) = e
2π
β

(x+t)
, and z̄(t) = e

2π
β

(x−t)
. (11.3)

We are thus left with evaluating a vacuum four point function, of the form

⟨W (z1, z̄1)W (z2, z̄2)V (z3, z̄3)V (z4, z̄4)⟩ =
1

z2hv
12 z2hw

34

1

z̄2h̄v
12 z̄2h̄w

34

F(η, η̄), (11.4)

with the cross ratio η = z12z34
z13z24

. In fact, as explained in Sec. 3.2, four-point
functions of primary fields cannot be fixed solely by conformal invariance, and
require the knowledge of the full operator content of the theory at hand, which
is encoded in the conformal blocks F . On general grounds, this function can
be expanded in terms of global conformal blocks for any CFT, taking the form
of a sum over the conformal dimension of all global SL(2) primary fields of
Gauss hypergeometric functions F (h, h, 2h, η). This implies a common feature
of F to all CFTs: it has a branch cut on [1,∞). While such an expression is not
analytically tractable in most cases, we will focus on the Virasoro identity block
of the large central charge limit, in which case it can be approximated for small
hw/c and large hv/c [211]. The whole task is thus to correctly analytically
continue the correlator (11.4) from a Euclidean to a Lorentzian correlator,
while preserving the correct time-ordering prescription to reproduce the desired
out-of-time-order (OTO) ordering. The prescription amounts to first giving a
small imaginary time component iϵj to all four fields j = 1, 2, 3, 4, then time
evolve with real time evolution the W fields, and then take the limit of zero
imaginary time, ϵj → 0, in such a way that ϵ1 > ϵ3 > ϵ2 > ϵ4. The cross ratio,
for the W field inserted at x1 at t = 0, and V inserted at x2, thus reads

η =

(
e

2π
β

(x1+t+iϵ1) − e
2π
β

(x1+t+iϵ2)
)(

e
2π
β

(x2+iϵ3) − e
2π
β

(x2+iϵ4)
)

(
e

2π
β

(x1+t+iϵ1) − e
2π
β

(x2+iϵ3)
)(

e
2π
β

(x1+t+iϵ2) − e
2π
β

(x2+iϵ4)
) , (11.5)
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and similarly for the anti-holomorphic cross ratio. Different orderings of the
imaginary times ϵj leads to different paths in the complex plane for the cross-
ratio as a function of t, even in the limit ϵj → 0. In the case of the OTO
ordering prescription, one readily shows that η crosses the branch cut [1,∞)
for a finite time t∗ that is given by

t∗ =
ϵ12ϵ34

ϵ13ϵ24
, (11.6)

with ϵij = i(e
2π
β

iϵi − e
2π
β

iϵj ). The crossing of this branch cut, by the mon-
odromy properties of F around η = 1, leads to the following expression for the
holomorphic conformal block in the limit of large central charge, with hw/c
fixed and small and hv/c fixed and large,

F(η) ≈
(

1

1− 24πihw
cη

)2hv

, (11.7)

while F(η̄) ≈ 1 as the antiholomorphic cross ratio does not cross the branch
cut 1. In the late time limit, the holomorphic cross ratio is shown to saturate
to

η ∼ −e
2π
β

(x2−x1−t)ϵ∗12ϵ34. (11.8)

This late time expression for the cross ratio leads to the following late-time
expression of the OTOC [208],

⟨W (x1, t+ iϵ1)V (x2, iϵ2)W (x1, t+ iϵ3)V (x2, iϵ4)⟩β

∼

 1

1 + 24πihw
ϵ∗12ϵ34

e
2π
β

(t−t∗−x2+x1)
2hv

, (11.9)

where we defined the scrambling time

t∗ =
β

2π
log(c), (11.10)

which leads to an exponential decrease of the OTOC as t is larger than the
scrambling time. In particular, the Lyapunov exponent of such an exponential
decrease is given by

λL =
2π

β
, (11.11)

which exactly saturates the bound on quantum chaos [210], as is also the case
for black holes. This result is expected because of the existence of a gravitational
AdS3 dual to holographic CFTs containing a black hole. While such a maximally
exponentially decaying behaviour is not expected for rational CFTs at finite
central charge, because of their integrability properties, it has been shown
that irrationnal CFTs also exhibit exponential decay at a smaller Lyapunov
exponent. Another example of a CFT displaying non-trivial OTOC at finite
temperature is the compactified free boson c = 1 at an irrational radius, that
may be realized in the low energy physics of the XXZ model for irrational
values of the anisotropy ∆.

1 We note that this condition is necessary to obtain the desired non-trivial evolution of the
OTOC: if both the holomorphic and antiholomorphic cross ratio would cross the branch
cut, the obtained total time evolution would be trivial. This subtlety will become crucial
in the rest of the chapter.
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11.3 otocs for inhomogeneous floquet cfts

We have seen in Sec. 11.2 that CFTs at large central charge and at thermal
equilibrium are maximally chaotic as their OTOCs saturate the bound on
quantum chaos (11.11). On the other hand, we have studied in Chapter 7 the
emergence of “integrable heating phases” in periodically driven inhomogenous
CFTs, when starting from either pure or thermal initial states. These heating
phases are characterized by a strongly inhomogeneous growth of energy and
entanglement, such that all entangled pairs of quasiparticles accumulate at
single points at stroboscopic times, interpreted as emergent Floquet horizons.
Such classes of driven inhomogeneous CFTs apply to arbitrary values of the
central charge, and is in particular valid in the holographic limit, and possess
a holographic dual (see [212] for an investigation of the holographic dual of
the sl(2) quenched CFTs). This emergence of Floquet horizons thus raises
the question of how it impacts the scrambling properties of CFTs at large
central charge, fast scrambling properties of quantum systems are believed to
be inherent to black hole horizons.

In order to diagnoze such possibly inhomogeneous scrambling properties of
driven CFTs, we compute the OTOC at stroboscopic time after the drive, based
on a Floquet Hamiltonian approach 2. Our arguments rely on the knowledge
of the form of the Floquet Hamiltonian (7.62) for sl(2) Floquet drives, which is
independent of the details of the drive, e.g., the numbers of driving steps in
one cycle, and applies to both discrete step drives as well as continuous drives.
We consider a quantum quench with HF , starting from the sl(2) vacuum |0⟩.
In practice, we need to compute the time evolution of the four point function

1

N
⟨0|eiHF tW (z1, z̄1)e

−iHF teiHF tW (z2, z̄2)e
−iHF tV (z3, z̄3)V (z4, z̄4)|0⟩,

(11.12)

where, as in Sec. 11.2, V and W are primary fields of weights (hv , h̄v),
(hw, h̄w), and N a normalization factor accounting for two-point factoriza-
tion ⟨V V ⟩⟨WW ⟩. The time evolution of primary fields with HF in Heisenberg
picture is given by the continuous time Möbius transformation (7.65). Thus,
the four point function can be expressed as

1

N

(
∂z̃1

∂z

∂z̃2

∂z

)hw
(
∂ ˜̄z1

∂z̄

∂ ˜̄z2

∂z̄

)h̄w
⟨0|W (z̃1, ˜̄z1)W (z̃2, ˜̄z2)V (z3, z̄3)V (z4, z̄4)|0⟩.

(11.13)

We note that the derivative factors in front of the four-point function will
not contribute to the time evolution of the OTOC, as they are cancelled
by the normalization N . Therefore, time evolution after a quantum quench
with HF amounts to an equilibrium four-point with time-dependent change of
coordinates. We will thus follow the strategy outline in Sec. 11.2 to compute
this four-point function with the correct OTO ordering. More specifically, OTO
ordering is obtained by using the correct iϵ prescription, where we introduce
the complexified time τi = iti + ϵi. Such prescription is given by the ordering
of limits ϵ1 > ϵ3 > ϵ2 > ϵ4 → 0. The non-trivial behaviour of the OTOC is

2 We consider a quantum quench with the Floquet Hamiltonian HF in order to circumvent
possible ambiguities with defining analytic continuation at discrete stroboscopic times.
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then obtained as the cross-ratio crosses such branch cut, leading to the second
sheet effect. We now choose to restrict our analysis to pure initial states, as
considering the OTOC computation from a thermal initial at finite system
size L is beyond the scope of this chapter. We note that the similar approach
from [213] has an ambiguity due to the fact that the time is only evaluated at
discrete stroboscopic values, such that it makes it difficult to judge whether or
not the cross-ratio η or η̄ has crossed the real axis in between two stroboscopic
times n(T0 + T1) and (n + 1)(T0 + T1), and the analytic continuation to a
complexified of a discrete stroboscopic time is unclear. This motivates the use
of the Floquet Hamiltonian HF , such that time is continuous and the crossing
of the real axis can explicitly be observed. The final result for the OTOC will
then only be valid for stroboscopic times in order to agree with the OTOC
evolution for a Floquet drive.

We can now explicitly compute the time evolution of the cross-ratios η and
η̄ after the quantum quench, with the correct iϵ prescription of the OTOC. Let
us without loss of generality suppose that the driving parameters are chosen
such that 0 < ξ < 1, i.e., that γ1 is the stable fixed point, and γ2 is unstable.
The cross-ratio is

η =
8z1z2γ1(z1 + z∗1 − γ1 − γ∗1 )(−z2 − z∗2 + γ1 + γ∗1 ) sinπΘHϵ13 sinπΘHϵ24

[A coshπΘH(t+ iϵ13) +B sinhπΘH(t+ iϵ13)][ϵ13 → ϵ24]
,

(11.14)

with

A = −(z1− z2)(γ21 − 1), B = ((z1 + z2)(1+ γ1)− 2γ1(1+ z1z2)), (11.15)

introducing the notation ϵij = ϵi − ϵj . Note that the anti-holomorphic cross-
ratio η̄ can similarly be computed. In order for the cross-ratio to be O(1), and
cross the branch cut, we arrive to the condition

tanh(πΘH t) =
(z2 − z1)(γ1 − γ2)

(z1 + z2)(γ1 + γ2)− 2(z1z2 + γ1γ2)
. (11.16)

Conversely the condition for η̄ to cross the branch cut reads

tanh(πΘH t) =
(z̄2 − z̄1)(γ∗1 − γ∗2 )

(z̄1 + z̄2)(γ∗1 + γ∗2 )− 2(z̄1z̄2 + γ∗1γ
∗
2 )
. (11.17)

Let us now assume that η crosses the branch cut but not η̄, as illustrated on
Fig. 11.1(a-b). The large time asymptotics in this case reads

η ∼ e−2πΘH t2π2Θ2
Hϵ12ϵ34

sin π
L
(x1 − x∗,2) sin π

L
(x2 − x∗,1)

sin π
L
(x1 − x∗,1) sin π

L
(x2 − x∗,2)

. (11.18)

Following the strategy from Sec. 11.2, we can now restrict to the Virasoro
identity block, and consider the large central charge limit with the constraint
that hw/c is small and fixed, and hv/c is large and fixed. This leads to the
late-time expression for the OTOC

C(t) ∼
iπ

2 log
(
e−2πΘH tϵ12ϵ34π2Θ2

Hv∗(x1, x2)
) , (11.19)
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Figure 11.1: (a) Flow of the primary field W (z2, z̄2) under the continuous time
evolution with HF generated by the maps (7.65). Left: Flow of the
chiral part, that crosses the chiral part of V (z1, z̄1) at a time given
by (11.16). Right: Flow of the anti-chiral part, that does not cross V .
(b) In this case, the cross-ratio η crosses the branch cut with the OTOC
ordering at the time of the crossing between W and V .

with

v∗(x1, x2) =
sin π

L
(x1 − x∗,2) sin π

L
(x2 − x∗,1)

sin π
L
(x1 − x∗,1) sin π

L
(x2 − x∗,2)

. (11.20)

We concldue that the OTOC displays an exponential decay given by the
Lyapunov exponent

λL =
2π

ΘH
, (11.21)

where ΘH is the Hawking temperature associated to the emergent Floquet
horizon. In other words, we have found an out-of-equilibrium analog to the
thermal bound on quantum chaos, λL = 2πβ−1 [210]. Although our system
is initialized in a pure state at t = 0, but the emergent Floquet horizons of
the heating phase provide an emergent local temperature ΘH characterizing
scrambling of quantum information. Thus, a quantum quench with the Floquet
Hamiltonian HF is equivalent to a thermal chaotic CFT, up to the identification
β−1 = ΘH .

From (11.18) it is clear that the Lyapunov exponent is λL = 2πΘH . The
inhomogeneous butterfly velocity vB(x) reads [213]

vB(x) ≡ λLv∗(x2, x1)
(
∂v∗(x1, x2)

∂x2

)−1

(11.22)

= 2LΘH
sin π

L
(x− x∗,1) sin π

L
(x− x∗,2)

sin π
L
(x∗,1 − x∗,2)

.

Thus, the butterfly velocity associated to the crossing of the holomorphic
cross-ratio equals the holomorphic part of the effective velocity for the Floquet
drive (7.62),

vB(x) = v+eff(x). (11.23)
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For completeness, let us now assume that η̄ crosses the branch cut, such that the
long time asymptotics read (upon replacement x∗,1 7→ L−x∗,2, x∗,2 7→ L−x∗,1)

η̄ =∼ e−2πΘH t2π2Θ2
Hϵ12ϵ34

sin π
L
(x1 + x∗,1) sin π

L
(x2 + x∗,2)

sin π
L
(x1 + x∗,2) sin π

L
(x2 + x∗,1)

. (11.24)

Thus it becomes clear that in this case (7.62),

vB(x) = v−eff(x). (11.25)

We thus conclude that the Butterfly velocity is equal to the chiral or antichiral
Floquet velocity, depending on whether η or η̄ crosses the branch cut after
the quantum quench with HF . In other words, the inhomogeneous scrambling
of quantum information is carried by the chiral or the antichiral part of the
Floquet Hamiltonian depending on the initial positions of the fields V and W .

The generalization of the sl(2) Floquet drive to any smooth velocity profiles
v(x) > 0 was discussed in Chapter 9. In this case, the deformed Hamiltonians
do not only involve the global conformal algebra spanned by {L0, L1, L−1}, but
the full Virasoro algebra. While the Virasoro algebra is infinite dimensional, a
similar strategy still holds to solve the Floquet dynamics: one can write down a
one-cycle diffeomorphism f± (± stands for the chiral and anti-chiral components
respectively) whose n-th iteration encodes the stroboscopic evolution of any
(quasi-)primary field. For simplicity let us consider a two-step drive between a
homogenous Hamiltonian H0 and an arbitrary deformed Hamiltonian H1 with
velocity v1(x). Such one-cycle transformation takes the form

f± = f−1
1 (f1(x∓ T0)∓ v1T1), (11.26)

where the diffeomorphism associated to the velocity profile v1(x) of H1 reads

f1(x) =

∫ x

0
dx′

v1

v1(x′)
,

1

v1
=

1

L

∫ L

0

dx
v1(x)

. (11.27)

The heating phase is diagnosed by fixed points of f±, or higher periodic points,
i.e., fixed points of the m-th iteration of f± for any m, denoted by fm± . The
number of such fixed points can be arbitrary, leading to many emergent Floquet
horizons at positions x∓∗,m, each characterized by a local Hawking temperature,
or heating rate, 1

m(T0+T1)
log f ′m± (x∓∗,m). While it is tempting to generalize

the reasoning detailed in this section to this general class of drives, we stress
that our approach based on the Floquet Hamiltonian hardly applies in this
case. The reason is that deriving a Floquet Hamiltonian in the general case is a
complicated task as the Virasoro algebra is infinite dimensional. On the other
hand, dealing with iterations of the diffeomorphisms f± does not allow for an
analytic continuation to a complexified time, as time n only appears through
n-th composition of f±, i.e., there is no closed form for the n-th iteration of
a general diffeomorphism of the circle. Nonetheless it is clear that the fixed
point picture for OTOC evolution will also hold in such a general case, and is
illustrated in Fig. 11.2. If the operator V is inserted at time t = 0 close to a
Floquet horizon at position x+∗,i, the Floquet velocity will scale as

veff(x) ∼
| log(f ′−(x+∗,i))|

T
(x− x+∗,i), (11.28)
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where T is the period of the drive, and f ′− is the one-cycle diffeomorphism. We
thus conclude that the Butterfly velocity will vanish close to the emergent fixed
points. From the above considerations it is clear that the decay of the OTOC
will be governed by the local Hawking temperature of the horizon x+∗,i, given

by ΘH,i =
| log(f ′−(x+∗,i))|

T
.

Figure 11.2: General geometric picture for the operator evolution under a Floquet
drive made of arbitrary steps and arbitrary velocity profiles vi(x) > 0.
The stable (unstable) fixed points of the chiral sector are shown as blue
filled (hollow) circles, while they are illustrated in red for the anti-chiral
sector. The blue (red) dashed arrow illustrates the flow generated by
the n-th composition of 1-cycle diffeomorphism f− (f+). Note that the
alternating structure between stable and unstable fixed points within a
given sector is a general property of 1-cycle diffeomorphisms [25]. Here,
a non-trivial winding of η is shown as x1 goes through to x2 when
flowing to the stable fixed point x+

∗,i. On the other hand, η̄ will not
cross the branch cut as the anti-chiral sector flows to the stable fixed
point x−

∗,j in between x1 and x2. The obtained OTOC will be governed
by the local Hawking temperature associated to the fixed point x+

∗,i.

11.4 chaos to non-chaos transitions

In this section, we consider another class of Floquet drives on the infinite line,
i.e., L→∞. One advantage of considering such type of setup is that it readily
generalizes to finite temperatures. Concretelely, we consider a 2-step drive
between the two Hamiltonians H0 and

HR =

∫ ∞

−∞
hxT00(x)dx. (11.29)

The Rindler HamiltonianHR has an horizon at x = 0, where the local velocity of
gapless quasiparticles goes linearly to zero. In order to obtain the time evolution
with this new Hamiltonian, we employ an SL(2) symmetry in the generators
of Lorentz transformations. In the limit of high-frequency, the Floquet drive
can be seen as a single quantum quench with a new Hamiltonian HF that has
one horizon at position

x∗ =
T0

2

(
1−

1

tanh T1
2

)
. (11.30)

The conformal map that encodes the time evolution of the coordinates of
(quasi-)primary fields is given by

z̃(t) = x0e
−hλt −

2(1− λ)
hλ

e−hλt/2 sinh
hλt

2
, (11.31)

˜̄z(t) = x0e
hλt +

2(1− λ)
hλ

ehλt/2 sinh
hλt

2
, (11.32)
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where x0 is the position of the primary field at time t = 0, and λ = T1/(T0+T1).
It is straightforward to understand the flow as t→∞ of z̃(t) and ˜̄z(t):

lim
t→∞

z̃(t) = x∗, lim
t→∞

˜̄z(t) =∞ if x0 > x∗, lim
t→∞

˜̄z(t) = −∞ if x0 < x∗,

(11.33)

i.e., x∗ is a stable fixed point for the holomorphic part, and an unstable fixed
point for the anti-holomorphic part. With this in mind, we now consider that the
maps (11.31), (11.32) encode the continuous time evolution with the Floquet
Hamiltonian HF in the high-frequency limit, and consider a quantum quench
with HF . Doing so, the analytic continuation for the cross-ratio is the same as
described in Sec. 11.3: we simply need to replace t→ t+iϵi, where ϵi will satisfy
the correct OTO ordering in order to have the correct analytic continuation.
Then, we compute the cross ratio η for the holomorphic part and η̄ for the
anti-holomorphic part. We conclude that non-trivial OTOC time evolution
only happens if x1 and x2, the initial positions of the two fields at time t = 0,
are on the same side of the Floquet horizon x∗. This directly implies that by
changing continuously T1, or equivalently the parameter λ, one changes tunes
continously the position of the horizon on the real line, such that for fixed
positions of the operators V and W at t = 0, one can have transition from
chaotic behaviours in the OTOC to non-chaotic behaviours, as illustrated on
Fig. 11.3.

Figure 11.3: We consider the two operators W and V to be inserted at time t = 0
at positions x1 and x2 respectively. In order for the OTOC to have
a non-trivial evolution, the operator W needs to pass through the
position x2 during the continuous time evolution with HF . By changing
continuously the driving parameters we can tune between a situation
where the cross-ratio crosses the branch cut (a), or a situation where
the cross ratio cannot cross the branch cut as the emergent horizon x∗
is between x1 and x2 (b).

Let us now proceed with the computation of the late-time value of the
cross-ratio, which determines the time-evolution of the OTOC after the Floquet
drive. Essentially, in the large t limit, the cross ratio takes the form

η ∼
ϵ12ϵ34

ϵ13ϵ24
e−htλ

1 + λ(hx2 − 1)

1 + λ(hx1 − 1)
(11.34)

From this value of the cross-ratio at late times we deduce that the OTOC
will decay exponentially with a heating rate given by hλ. However, we again
identify a butterfly velocity, by defining

v∗(x1, x2) =
1 + λ(hx2 − 1)

1 + λ(hx1 − 1)
(11.35)
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We deduce that the Butterfly velocity is precisely given by

vB(x) = hλx+ (1− λ) (11.36)

Note that again this expression for the inhomogeneous Butterfly velocity
coincides with the Floquet velocity of the 2-step driven problem in the high
frequency limit: In this case, the Floquet Hamiltonian is the convex combination
of H0 and HR, with the interpolation parameter λ such that λ = 0 corresponds
to H0 and λ = 1 corresponds to the Rindler case,

HF = λHR + (1− λ)H0 (11.37)

Geometrically, this simply moves the horizon from −∞ at λ = 0 to 0 at λ = 1.
The stroboscopic horizon of the Floquet drive is thus located at x∗ = h−1(1− 1

λ
)

for λ ∈ [0, 1]. Note that in the case λ = 1, i.e., T0 = 0, our result for the
cross-ratio coincides with the results for a quantum quench with the Rindler
Hamiltonian HR. In this case, the OTOC displays an exponential decay with
a rate given h, as expected. In the case λ = 0 we however do not find any
exponential behaviour of the OTOC, which is expected as the initial state for
the OTOC computation is the conformal vacuum, such that time evolution
is simply trivial in this case, such that no chaotic feature in the OTOC is
expected when starting from the ground state.

11.5 otoc measurements and backward time evolution

In order to measure the inhomogeneous scrambling of the OTOC for driven
critical spin chains, we propose a concrete protocol involving an effective
backward time evolution, illustrated on Fig. 11.4. Our protocol is based on

Figure 11.4: Proposed setup to measure an OTOC in a periodically driven crit-
ical inhomogeneous system. We consider two copies of the system
to be prepared in an initial state |ψ0⟩ at time t = 0. This ini-
tial state is then evolved as Ũn

FWUn
FV |ψ0⟩ and V Ũn

FWUn
F |ψ0⟩, such

that the overlap between both protocols leads to the OTOC C(t) =

⟨Ũn
FWUn

FV Ũ
n
FWUn

FV ⟩.

engineering a stroboscopic backward Floquet time evolution simply by switching
the sign of the unphysical Floquet Hamiltonian (7.61). A natural way to achieve
this for sl(2) drives is to switch the driving parameters (T0, T1) to (T̃0, T̃1) after
driving the system for N cycles, and switch the order of the unitaries U0 and
U1, as illustrated on Fig. 11.4. The parameters (T̃0, T̃1) are defined such that
only the stable and unstable fixed points swap, x∗,1 ←→ x∗,2, leading to

ŨF = e−iH̃F (T̃0+T̃1) = eiHF (T0+T1) = U†
F , (11.38)
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i.e., the new driving parameters effectively reverse time evolution at stroboscopic
times 3. We stress that this time-reversing protocol applies to any two-step
drives with vi(x) > 0 for i = 0, 1, as we will show below. In the heating
phase this leads to an effective “evaporation” of the emergent Floquet horizons
(see [212] for a SSD quantum quench analogue), with the entanglement entropy
linearly decreasing back to the initial state entanglement. We note that this
procedure works for both pure and thermal initial states.

We now prove the existence of driving parameters (T̃0, T̃1) that satisfy (11.38)
for a two step drive between two inhomonogeous CFTs. We first consider the
case of sl(2) drives, and consider a two step drive between two Hamiltonians
H0 and H1 of the form (7.5) for durations T0 and T1, with the constraint
that v0(x) and v1(x) are both strictly positive. In this case choose our driving
parameters (T̃0/L, T̃1/L) in such a way that

γ̃1 = γ2, γ̃2 = γ1, stable fixed point↔ unstable fixed point. (11.39)

To prove that this implies (11.38), we simply need to show that the Floquet
Hamiltonian of the new driving sequence flips sign H̃F = −HF as we exchange
γ1 ↔ γ2. The change of driving parameters (11.39) corresponds to interexchang-
ing the “sources” and “sinks” of energy and entanglement. From a quasiparticle
standpoint, the quasiparticles which were accumulating at the unstable fixed
points x∗,2 = L

2πi
log γ2, L− x∗,2 = L

2πi
log γ∗2 are suddenly repelled as these

become stable fixed points, and are attracted by the new unstable fixed points
x∗,1 = L

2πi
log γ1, L − x∗,1 = L

2πi
log γ∗1 . While ultimately new horizons will

form at these two new positions, there is an intermediate time-scale at which
all quasiparticles emitted at time t = 0 at all spatial positions go back to their
initial position, reinitializing the system. From a geometric point of view the
unit cell of the phase diagram is (T0/L, T1/L) ∈ [0, 1/C0]× [0, 1/C1], with Ci
being the absolute value of the Casimir invariant. Solving the equation (11.39)
is equivalent to choosing the new driving parameters (T̃0/L, T̃1/L) to be

T̃0/L = 1/C0 − T0/L, T̃1/L = 1/C1 − T1/L. (11.40)

This is easily understood by looking at γ2 and γ̃1, see Fig. 11.5. For such
choice of driving parameters, the condition (11.38) is fulfilled as this provides
a representation of the inverse Floquet unitary U†

F .
We now design a stroboscopic time-reversal operation for the two-step drive

protocol between two general inhomogeneous Hamiltonian with smooth positive
deformations, as studied in Chap. 9. Following the strategy outlined in the
sl(2) case, we take T̃0/L and T̃1/L to be (assuming that (T0/L, T1/L) ∈
[0, v−1

0 ]× [0, v−1
1 ])

T̃0/L = v−1
0 − T0/L, T̃1/L = v−1

1 − T1/L, (11.41)

such that (T̃0/L, T̃1/L) ∈ [0, v−1
0 ]× [0, v−1

1 ]. Let us denote the map associated
to the new one-cycle diffeomorphism f̃±(x), defined as [25]

f̃±(x) = f−1
0 (f0(f

−1
1 (f1(x)∓ v1T̃1))∓ v0T̃0). (11.42)

3 Similar backward evolution protocols were discussed in the context of electromagnetic fields
in periodically driven cavities [169].
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Figure 11.5: (a) Unstable fixed point x∗,2 as function of the driving parameters
(T0, T1) for the first sequence of the drive. Only the heating phase is
shown, in which case |γ1,2| = 1. (b) Stable fixed point x∗,1 as function
of the new driving parameters (T̃0, T̃1) for the second sequence of the
drive. We show a single unit cell of the phase diagram, and take a drive
between v0(x) = 1 and v1(x) = 1− 1

2 tanh(0.8) cos(2πx/L), L = 1, such
that L

2πiγ1,2 ∈ [−0.5, 0.5] with periodic boundaries. In both subfigures
we normalized L to one.

Plugging (11.41) into (11.42) and using properties of the circle diffeomorphism
f±(x), we can readily show that

f̃± = f−1
± (x), (11.43)

which directly implies (11.38), as the one-cycle diffeomorphism encodes the
stroboscopic time evolution of any primary field. In other words, the double
quench protocol with driving parameters (T0/L, T1/L) followed by (T̃0/L,
T̃1/L) leads to a perfect time-reversal of primary fields, just like in the sl(2)
case. This result shows that the time-reversal procedure (11.41) is not simply
limited to a finite-dimensional class of spatial deformations, but apply to any
smooth deformation of the stress tensor T00(x). In order to gain a geometric
understanding of this time-reversal procedure we will make use of the prop-
erties of the fixed (or in general, periodic) points associated to the 1-cycle
diffeomorphism f± in the heating phase. The periodic points of f±, {x∓∗,p} of
period p, come in pairs of stable and unstable periodic points [25]. The new
map f̃± effectively interexchanges each stable and unstable fixed point within
each pair, as can be seen from Fig. 11.6, for a choice of velocity profile v1(x)
that involves the full Virasoro algebra and not only the sl(2) subalgebra. Thus,
from a quasiparticle perspective, the source, pumping entangled quasiparticles
pairs at each driving cycle, and the sink at which they flow are exchanged, and
thus each horizon evaporates until the system relaxes back to its initial state.



11.5 otoc measurements and backward time evolution 159

0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

Figure 11.6: Left: One cycle diffeomorphism f+(x) (blue) and its time-reversal
partner f̃+(x) (red). The choice of velocity profiles is v0(x) = 1 and
v1(x) = 6/(3 + sin 4πx + cos 2πx), and T0/L = 0.1, T1/L = 0.45.
We observe four fixed points, two of which are stable and two are
unstable. The stability (the sign of f ′

+(x∗) − 1 for a fixed point x∗) is
reversed between the first driving sequence and the second, as a direct
consequence of (11.43). Right: Same, but for the anti-chiral part, f−(x)

(blue) and f̃−(x) (red).





12BERRY PHASES FROM ADIABATIC DRIVES

In this concluding chapter on the non-equilibrium dynamics of inhomogeneous
critical systems, we discuss potential applications of our formalism to extract
a new class of Berry phases unique to systems with an underlying conformal
symmetry. While the results presented in this chapter need further investi-
gation, they form a solid basis for a careful study of the emergence of Berry
phases in adiabatically driven inhomogeneous systems, that could be verified
in adiabatically deformed critical spin chains.

We first introduce Berry phases on Virasoro orbits in Sec 12.1, based on the
results of [214], and then discuss in Sec. 12.2 a dynamical protocol to extract
them, that is applicable to any critical lattice described in its low energy limit
by a gapless field theory.

12.1 prelude: berry phases of virasoro orbits

In this section we review results from [214] on the Berry phases arising in two
dimensional conformal field theories subject to adiabatic changes of coordinates,
implemented by unitary transformations. On general grounds, with consider a
quantum system with a symmetry provided by a Lie group G, and a unitary
representation U [f ] on a Hilbert space H, for any f ∈ G. We assume the
existence of a particular element X0 in the Lie algebra of G, such that U [etX0 ]
can be interpreted as the unitary evolution operator of the system. As time
translations belong to the symmetry group, the choice of Hamiltonian is not
unique, and any element f of the symmetry group G can be associated to
a change of reference frame, defining a new Hamiltonian U [f ]HU [f ]−1. The
symmetry group G thus defines a manifold on which a family of Hamiltonians
live. As a direct consequence, a closed adiabatic sequence in such a space of
Hamiltonian should result to Berry phases. In other words, we consider a closed
path f(t) on G, f(t) : [0, T ] → G : t 7→ f(t), and define a one-parameter
family of Hamiltonians as U [f(t)]HU [f(t)]−1. We consider as an initial state
U [f ]|h⟩, with |h⟩ being an eigenstate of H, with eigenvalue E. The final state
eiθ(T )U [f(T )]|h⟩ acquires a phase given by

θ(T ) = −ET + i

∫ T

0
dt⟨h|U [f(t)]†∂tU [f(t)]|h⟩, (12.1)

with a dynamical piece and a non-trivial geometric piece.
We now apply these ideas to the two dimensional CFTs, in which case the

symmetry group G is given by the Virasoro group of the diffeomorphisms of the
circle, with associated algebra {Ln}n∈Z. The Hilbert space is constructed by
considering finitely many towers of primary states |h⟩, with energy eigenvalues
L0|h⟩ = h|h⟩, that are annihilated by the generators Ln, n ≤ 0 [see Sec. 3.2].
The descendant states in each such tower are given by

L−m1 ...L−mN |h⟩, 1 ≤ m1 ≤ ... ≤ mN . (12.2)

The stabilizer of |h⟩ is a U(1) subgroup of the Virasoro group Diff(S1) generated
by L0. We will thus consider adiabatic closed cycles in the coadjoint orbits of

161
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the Virasoro group Diff(S1)/S1. More concretely, let us take a path in such
coadjoint orbits parametrized by f(t, ϕ), that associates to each t ∈ [0, T ] a
circle diffeomorphism ϕ 7→ f(t, ϕ) ∈ Diff(S1). The Berry phase for a closed
path parametrized by such a one-parameter family of diffeomorphisms is [214]

θB =−
1

2π

∫ T

0
dt
∫ 2π

0
dϕ

ḟ

f ′

[
h−

c

24
+

c

24

(
f ′′

f ′

)′]
+
(
h−

c

24

)
f−1(0, f(0, T )). (12.3)

This is the holonomy of the Berry connection on the infinite dimensional
manifold Diff(S1)/S1.

In particular, considering paths restricted to the subalgebra {L0, Ln, L−n},
generally parametrized by

einf(ϕ) =
αeinϕ + β

β∗einϕ + α∗ . (12.4)

For circular paths given by α = coshλ/2, β = sinhλ/2, the Berry phase can
be shown to simplify to

θB = −2π
(
h+

c

24
(n2 − 1)

)
(coshλ− 1). (12.5)

We note that this results extends to the combination of both chiral and anti-
chiral sectors, both giving independent contributions to the Berry phase in the
adiabatic limit.

12.2 adiabatic deformations of critical systems

The aim of this section is to show that the Berry phases discussed in the previous
section can emerge in the thermodynamic limit by driving adiabatically a CFT
with a time dependent HamiltonianH(t). We will first consider orbits of the sl(2)
subalgebra of the Virasoro algebra, such that the time dependent Hamiltonian
is a combination of {L0, L1, L−1}. A natural choice for such a continuous path
on the orbit of the uniform Hamiltonian H0 = 2π

L
(L0 + L̄0) is the following

Hamiltonian

H(t) =
2π

L

[
αL0 +

√
α2 − 1

(
cos

(
2πt

T

)
L+ + sin

(
2πt

T

)
L−

)]
, (12.6)

with L+ and L− defined as sum and difference of L1 and L−1. For α > 1, it is
straightforward to show that at each time the instantaneous Hamiltonian lies
on the orbit of H0, and the total trajectory encircles a finite area, as seen on
Fig. 12.1. The associated spacetime deformation of the stress tensor reads

v(x, t) = α+
√
α2 − 1 [cos(2πt/T ) cos(2πx/L) + sin(2πt/T ) sin(2πx/L)] ,

(12.7)

such that it is essentially is a periodic spatial deformation travelling through
the whole system of size L. In particular, the initial Hamiltonian at time t = 0
takes the form

H(t = 0) =
2π

L

[
αL0 +

√
α2 − 1

L1 + L−1

2

]
+ anti-holomorphic. (12.8)
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Figure 12.1: Trajectory along a path in the SL(2,R) orbit of the uniform Hamil-
tonian H0, defined as the (connected component of the) set of sl(2)-
deformed Hamiltonians with quadratic Casimir c(2) = −σ2

0+σ
2
++σ2

− =

−1. The height of the orbit (dashed red curve) is provided by the value
of α in (12.6).

In order to compute the Berry phase associated to this dynamical evolution
with a deformed and time-dependent Hamiltonian, we first need to define
the initial state at time t = 0. Following the strategy outlined in [214], one
should start with a primary state |h⟩ of H0 and boost it so that it becomes
an eigenstate of the Hamiltonian H(t = 0). In other words, we need to find a
unitary transformation such that

UL0U
† = αL0 +

√
α2 − 1

L1 + L−1

2
, (12.9)

and similarly for the anti-holomorphic part. The unitary operator U can be
constructed by using basic properties of the su(1, 1) algebra, such that it reads

U = ei cosh
−1(α)

L1−L−1
2i . (12.10)

It is straightforward to show that the associated transformation is

z̃ =

√
α+1
2
z +

√
α−1
2√

α−1
2
z +

√
α+1
2

, ¯̃z =

√
α+1
2
z̄ −

√
α−1
2

−
√
α−1
2
z̄ +

√
α+1
2

. (12.11)

The second step is to carry out the time evolution withH(t). This is a continuous
drive whose Floquet unitary evolution operator is given by

UF = T e−i
∫ T
0 dt′H(t′). (12.12)

The time evolution of primary fields with such a unitary operator is given by
a Möbius transformation whose coefficients will be determined exactly in the
following of the section. The goal is to finally compute the Loschmidt amplitude,
i.e.,

⟨Φ|UF |Φ⟩ = ⟨h|U†UFU |h⟩. (12.13)

In order to compute the Möbius transformation z′(z) associated to UF , we dev-
ide the interval [0, T ] into M subintervals of length T

M
. The exact discretization

of the Floquet unitary is

UF = lim
M→∞

M∏
j=0

e−iH(jT/M)T/M . (12.14)
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At the step j, the Möbius map reads

fj(z) =
Ajz +Bj

B∗
j z +A∗

j

, (12.15)

with coefficients

Aj = cos

(
πT

ML

)
+ iα sin

(
πT

ML

)
, Bj = i

√
α2 − 1 sin

(
πT

ML

)
e2πij/M .

(12.16)

The total Möbius transformation is obtained by composing each transformation
associated to each of the M steps, [0, T

M
, 2 T
M
, ..., T ], and then taking the

continuous limit M →∞. In other words, we need to compute(
A B

B∗ A∗

)
= lim
M→∞

M∏
j=0

(
Aj Bj

B∗
j A∗

j

)
. (12.17)

We now use a standard trick from linear algebra: consider a general matrix of
the form

Aj =

(
a be−iϕj

b∗eiϕj a∗

)
, (12.18)

for a, b ∈ C and ϕ ∈ R. Noting that

Aj =

(
0 e−i(ϕ/2)j

ei(ϕ/2)j 0

)(
a∗ b∗

b a

)(
0 e−i(ϕ/2)j

ei(ϕ/2)j 0

)
= SjBSj ,

(12.19)

and defining D = Sj−1Sj = diag(eiϕ/2, e−iϕ/2), products of Aj ’s can be written

A0A1 . . .AM = S0(BD)MBSM . (12.20)

Thanks to this identity, we can write explicitly the product of the M matrices
by using matrix diagonalization of general su(1, 1) matrices. Then, we can safely
take the limit M → ∞ to obtain a meaningful limit for the Floquet opera-
tor (12.12). The final result, providing the one-cycle Möbius transformation
that encodes time evolution for a single period T of the continuous drive, is
given by the Möbius transformation

z′(z) =
Az +B

B∗z +A∗ , (12.21)

where

A = − cos

π
√

1 +

(
T

L

)2

+ 2α
T

L

− i

(
1 + α

T

L

) sin

(
π

√
1 +

(
T
L

)2
+ 2αT

L

)
√

1 +
(
T
L

)2
+ 2αT

L

,
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(12.22)

B = −i
T

L

√
α2 − 1

sin

(
π

√
1 +

(
T
L

)2
+ 2αT

L

)
√

1 +
(
T
L

)2
+ 2αT

L

. (12.23)

There are a few features to appreciate in the obtained transformation (12.21):
the trace squared of the associated matrix, which gives the stability of the
Floquet problem, is bounded by 4 for the chiral part, i.e., there is no heating
phase. This is expected, as heating phase would necessarily mean going far
away from any adiabatic limit. More specifically, the trace squared is

Tr2
(
A B

B∗ A∗

)
= 4 cos2

π
√

1 +

(
T

L

)2

+ 2α
T

L

 . (12.24)

As a last remark, we note that from (12.21), it is straightforward to derive
the effective Hamiltonian encoding the time evolution for one cycle. Such
Hamiltonian, here defined as UF = e−iHF T , is given by HF = 2π

L
(σ0L0 +

σ+L+ + σ−L−), with

σ0 =
L

T
+ α, σ+ =

√
α2 − 1, σ− = 0. (12.25)

Remarkably, in the adiabatic limit T
L
→ ∞, one obtains that the effective

Hamiltonian is the original Hamiltonian,

HF =
2π

L

[
αL0 +

√
α2 − 1

L1 + L−1

2

]
= H(t = 0). (12.26)

We now compute the Loschmidt amplitude for the chiral part,

⟨h|U|h⟩ = ⟨h|eσ̃0L0+σ̃+(L1+L−1)|h⟩, (12.27)

where

σ̃0 = −2πi
(
α+

T

L
(2α2 − 1)

)
, σ̃+ = −2πi

√
α2 − 1

(
1 + 2α

T

L

)
. (12.28)

In order to make progress, we write the exponential of the sum of generators
as a product of exponentials of generators [215],

eσ̃0L0+σ̃+(L1+L−1) = eθ−1L−1eθ0L0eθ1L1 , (12.29)

with

θ0 = log
(
(coshϕ− σ̃0/(2ϕ) sinhϕ)−2

)
, θ1 = θ−1 =

σ̃+

ϕ

sinhϕ

coshϕ− σ̃0
2ϕ

sinhϕ
,

(12.30)
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where ϕ = 1
2

√
σ̃2
0 − 4σ̃2

+. The rest of the computation amounts to evaluating

⟨h|eθ−1L−1eθ0L0eθ1L1 |h⟩ = eθ0h, (12.31)

by using the fact that L1|h⟩ = 0 for primary states. We thus conclude that

⟨Φ|UF |Φ⟩1/(2h) = −
i∆

i∆ cos(π
√
∆)−

√
∆(−α− α2 T

L
+ T

L
(α2 − 1)2) sin(π

√
∆)

,

(12.32)

with ∆ = 1 +
(
T
L

)2
+ 2αT

L
. It directly follows that the Loschmidt echo goes

to one as T
L
→∞, providing a well-defined adiabatic limit, as clearly shown

on Fig. 12.2(a). Furthermore, the phase of the Loschmidt amplitude in the
adiabatic limit reads

lim
T/L→∞

⟨Φ|UF |Φ⟩ = eiθ = e2πihT/L × e2πih(α−1). (12.33)

While the first piece is the dynamical phase picked up by the time evolution, of
the form eiET , with the energy of the initial state E = 2π

L
h, the second phase

is of geometric origin, and can be identified as the Berry phase associated to
the closed path we performed in the coadjoint orbits of sl(2) with H(t). In the
adiabatic limit it emerges as a periodicity-independent piece, as seen on Fig.
12.2(b).
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Figure 12.2: (a) Loschmidt echo F (T ) as a function of the driving period T , for
a system size L normalized to one, for α = 1.1 (blue) and α = 1.4
(red), for the chiral sector only. The convergence to a unit probability,
defining an abiabatic limit as T → ∞, is manifest. (b) The geometric
contribution to the phase as a function of the driving period T . In
the adiabatic limit, the geometric part (i.e., removing the dynamical
contribution to the phase eiET ) becomes constant and independent of
the period T , thus depending only the parameter α.

Similarly, similar steps can be carried out for the anti-chiral sector, by noting
that at the step j, the map reads

f̄i(z̄) =
Aj z̄ +Bj

B
∗
j z̄ +A

∗
j

, (12.34)
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with coefficients

Aj = cos

(
πT

ML

)
+ iα sin

(
πT

ML

)
,

Bj = i
√
α2 − 1 sin

(
πT

ML

)
e2πiωtj = i

√
α2 − 1 sin

(
πT

ML

)
e−2πij/M .

(12.35)

Note that the chiral and the anti-chiral transformations are different, as they
involve a non-trivial σ− component. Repeating similar steps as for the chiral
sector, one obtains the one-cycle transformation as

z̄′(z̄) =
Az̄ +B

B
∗
z̄ +A

∗ (12.36)

where

A = − cos

π
√

1 +

(
T

L

)2

+ 2α
T

L

− i

(
1 + α

T

L

) sin

(
π

√
1 +

(
T
L

)2
+ 2αT

L

)
√

1 +
(
T
L

)2
+ 2αT

L

,

(12.37)

B = −i
T

L

√
α2 − 1

sin

(
π

√
1 +

(
T
L

)2
+ 2αT

L

)
√

1 +
(
T
L

)2
+ 2αT

L

. (12.38)

It is important to note that the trace-squared associated to the anti-chiral
Möbius transformation is

Tr2
(
A B

B
∗

A
∗

)
= 4 cosh2

π
√
−1−

(
T

L

)2

+ 2
T

L
α

 . (12.39)

As opposed to (12.24), the trace squared (12.39) is larger than 4 for any
T
L
∈ [α−

√
α2 − 1, α+

√
α2 + 1]. This implies that a heating phase is reached

for the antichiral sector for a finite range of driving parameters, while the chiral
sector never heats up. This breaking of the symmetry between both sectors is a
direct consequence of the particular form of the driving Hamiltonian H(t). In
particular, the Loschmidt amplitude can be computed in the antichiral sector,
leading to

⟨Φ|UF |Φ⟩1/(2h̄) = −
√
∆̄

√
∆̄ cosh(π

√
∆̄)− i

[
−α+ α2 T

L
+ T

L
(α2 − 1)2

]
sinh(π

√
∆̄)

,

(12.40)

where ∆̄ = −1−
(
T
L

)2
+2αT

L
. In this case, as opposed to the chiral Loschmidt

amplitude, no adiabatic limit can be reached, even in the limit T
L
→∞. We
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conclude that the Berry phase would be observable starting from chiral initial
states, with conformal weights (h, 0), in order to reach the adiabatic limit,
with a unit probability to reach the intial state after one period up to the
phase (12.33). As a natural next step, it would be fascinating to observe this
Berry phase in a critical lattice model. In particular, one would need to consider
a time evolution with the time-dependent Hamiltonian

H(t) = −
1

2

L∑
i=1

v(i, t)(c†i+1ci + h.c.). (12.41)

Starting from a purely chiral state of the Hamiltonian at t = 0. Identifying such
chiral state on the lattice can be achieved using the methods from [216–218].
In particular, our predictions apply to any CFT, and could thus be adapted to
any critical lattice.

We now consider adiabatic deformations of the Hamiltonian involving the
Virasoro generators L0, Ln, and L−n with n > 1, which leads to Berry phases
that directly involve the central charge of the underlying CFT, as discussed in
the previous section. In fact, we can repeat all the steps of the calculation in
the case of n = 1 by simply replacing L 7→ L

n
. The unitary transformation that

maps L0 to H(t = 0) now reads

U = ei
cosh−1(α)

n

Ln−L−n
2i , (12.42)

for which the Möbius transformation is again given by (12.11). We again need
to compute ⟨h|U|h⟩, where U = U†UFU . More specifically, we write

U = e−2πi(σ0L0+σ+(Ln+L−n)/2)T/L, (12.43)

with σ0 = (Lα/(nT ) + 1), and σ+ = −
√
α2 − 1. Further, we can use the iso-

morphism between sl(2) and its n-fold cover by introducing the transformations

M0 =
1

n
(L0 +

c

24
(n2 − 1)), Mn =

1

n
Ln, M−n =

1

n
L−n. (12.44)

It is straightforward to verify that the new set of generators follow the usual
su(1, 1) algebra. We need to evaluate

U†|0⟩ = e2πi
c
24

T
L

(n2−1)σ0e−2πni(σ0M0+σ+(Mn+M−n)/2)T/L|0⟩

= e2πi
c
24

T
L

(n2−1)σ0eσ̃0M0+σ̃+(Mn+M−n)|0⟩. (12.45)

We again split the exponential of a sum of generators to a product of exponen-
tials,

eσ̃0M0+σ̃+(Mn+M−n) = eθ−nM−neθ0M0eθnMn , (12.46)

with θ0 and θ−n = θn given by (12.30). Using the action of the Virasoro
generators on primary states, we deduce that

⟨h|U|h⟩ =
e2πi

c
24

T
L

(n2−1)σ0e
1
n
θ0

c
24

(n2−1)

(coshϕ− σ̃0/(2ϕ) sinhϕ)2
, (12.47)

where we used that eLn |h⟩ = |h⟩. This provides a direct generalization of the
computation n = 1, which only differs by an extra piece in the Berry phase
that explicitly makes appear the central charge c.



Part IV

MARGINAL DEFORMATIONS OF
TOMONAGA-LUTT INGER L IQU IDS

In the last part of this thesis we study Tomonaga-Luttinger liq-
uids thrown out of equilibrium by marginal deformations in the
form of interaction modulations. This is modeled by quenching or
periodically driving the Luttinger parameter or, equivalently, the
compactification radius of the free boson conformal field theory
between two different values. We obtain exact analytical results for
the evolution of the Loschmidt echo and observables such as the
particle and energy densities. Starting from generic initial states, the
quench dynamics are shown to exhibit revivals and temporal orthog-
onalities. For the periodic drive, we show stability or instability of
time-evolved physical quantities dependent on the drive parameters.
We also compare the corresponding marginally deformed thermal
density matrices by non-perturbatively evaluating their Rényi di-
vergence as a Euclidean quench. All the dynamics are shown to be
crucially dependent on the ratio of the Luttinger parameters, which
corresponds to the Zamolodchikov distance in the space of marginal
deformations.

The content of this part of the thesis is based on [27].





13MARGINAL QUENCHES AND DRIVES IN
TOMONAGA-LUTT INGER L IQU IDS

13.1 introduction

The last part of this thesis is devoted to the analytical study of non-equilibrium
properties of Tomonaga-Luttinger liquids (TLLs), with time-dependent Lut-
tinger parameter. In general, quenches of critical theories are categorized as
massive or massless, depending on whether the initial state has correlations
with exponential or power-law decay, respectively. Massive or short-range cor-
related states can be well-approximated by suitable conformal boundary states,
consequently, massive quenches have been studied extensively using powerful
techniques in boundary CFT [68, 69]. On the other hand, massless quenches
pertain to initializing the system in a state that corresponds to one critical
Hamiltonian and abruptly changing to another. Examples of works in this
direction include interaction or marginal quenches in TLLs [73, 219–231], the
sine-Gordon model [232], quantum spin chains [233–236], the one-dimensional
Hubbard model [237], and the Lieb-Liniger model [238–243]. Despite much
progress in the study of quench dynamics for CFTs, few exact results are
known for quenches from arbitrary excited states. Furthermore, the role played
by the geometry of the space of marginally deformed theories [244] in any
non-equilibrium setting is yet to be identified.

In this chapter, we harness underlying symmetries to derive a number of
exact analytical results for dynamical quantities for TLLs subjected to marginal
quenches and drives. Among these are the evolution of particle and energy
densities and the Loschmidt echo starting from arbitrary excited or thermal
states. For the quench, we show that the results exhibit revivals and periodic
orthogonality signaling dynamical quantum phase transitions [245]. For the
periodic drive, we find stable and unstable dynamical phases and infer the
critical exponents of natural order parameters at the phase boundary. A key
feature common to all our results is a dependence through the ratio of the two
Luttinger parameters. This ratio also corresponds to the well-known Zamolod-
chikov distance in the space of CFTs related by marginal deformations [244].
Besides studying dynamical properties, we also use and extend our formal-
ism to evaluate the Rényi divergence [246] and relative entropy [247] between
thermal states of two TLLs with different Luttinger parameters. The Rényi
divergence is a one-parameter generalization of the relative entropy, which
serves as an information-theoretic measure of the distance between two density
matrices, and our result establishes a relation between this distance and the
Zamolodchikov distance for marginally deformed TLLs.

This chapter is organized as follows. In Sec. 13.2, we discuss a number of
applications of TLL theory to motivate the interpretation of our quench and
drive protocols as interaction modulations. In Sec. 13.3, we provide the necessary
technical background and tools used for computations in the subsequent sections,
including justifications for interpreting changes in the Luttinger parameter
or the compactification radius as marginal JJ̄ deformations. In Secs. 13.4
and 13.5, we present our main results for quantum quenches and Floquet drives,

171
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respectively. In Sec. 13.6, we present the computation of the Rényi divergence
and the relative entropy.

13.2 applications

To motivate the interpretation of our quench and drive protocols as effectively
describing interaction modulations, we briefly discuss a number of applications
of TLL theory and recall how the propagation velocity v and the Luttinger
parameter K depend on model parameters. At the end of the section, we also
briefly describe how our setup concretely translates to the dynamics of the
bosonic string.

interacting massless fermions – the luttinger model. The
prototype for TLLs is the Luttinger model of interacting massless fermions
in one spatial dimension [248–250]. The fermions are either right or left mov-
ing, described by fermionic fields ψ+(x) and ψ−(x), respectively, satisfying{
ψr(x), ψr′(x

′)†
}
= δr,r′δ(x − x′) and

{
ψr(x), ψr′(x

′)
}
= 0 (r, r′ = ±) and

suitable boundary conditions. The Hamiltonian can be written

H =
∑
r=±

∫ L/2

−L/2
dx :ψr(x)

† (−irvF ∂x)ψr(x):

+
∑

r,r′=±

∫ L/2

−L/2
dx

πvF

2

(
δr,−r′g2 + δr,r′g4

)
× :ψr(x)

†ψr(x): :ψr′ (x)
†ψr′ (x): , (13.1)

where vF > 0 denotes the Fermi velocity and g2,4 are coupling constants
satisfying |g2| < 2 + g4. The notation for the couplings is from ‘g-ology’ in
condensed matter physics, see, e.g., [251], with g2 and g4 corresponding to
different four-fermion interaction terms. The Luttinger model is well known to
be exactly solvable by bosonization, using which H is mapped precisely to the
TLL Hamiltonian in (13.10) with

v = vF

√
(1 + g4/2)2 − (g2/2)2, K =

√
1 + g4/2− g2/2
1 + g4/2 + g2/2

, (13.2)

see, e.g., [251–253] and references therein. Modulating g2,4 in time thus corre-
sponds to our interaction quenches or drives changing K and v.

quantum xxz spin chain in the gapless regime. An example of
a one-dimensional lattice model that falls into the TLL class is the spin-1/2
quantum XXZ Heisenberg chain for certain values of the anisotropy. This is
a famous Bethe-ansatz integrable model of nearest-neighbor coupled spins
described by spin operators Sxj , Syj , and Szj that act on lattice site j and

satisfy [Sα
j
, Sβ
j′ ] = iδj ,j′ϵαβγS

γ
j

(α, β, γ ∈ {x, y, z}), where ϵαβγ is the totally
anti-symmetric tensor (ϵxyz = 1), and periodic boundary conditions. The XXZ
Hamiltonian is

H = −J
N∑
j=1

(
Sxj S

x
j+1 + Syj S

y
j+1 −∆Szj S

z
j+1

)
− h

N∑
j=1

Szj , (13.3)
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where J is the exchange-coupling strength, ∆ is the anisotropy, h is an external
magnetic field, and L = Na with a the lattice spacing. We recall that the
anisotropy term corresponds to four-fermion interactions after a Jordan-Wigner
transformation. In fact, for |∆| < 1 and near (but not exactly at) half filling,
applying this transformation to the Hamiltonian in (13.3) and taking a scaling
limit effectively yields the Luttinger model in (13.1), see, e.g., [251, 252]. Indeed,
in this regime, the low-energy description is given by TLL theory with

v = Ja
π

2

√
1−∆2

arccos(∆)
, K =

π

2[π − arccos(∆)]
, (13.4)

obtained from the exact Bethe-ansatz solution when h = 0, see, e.g., [252]. As
before, modulations in ∆ corresponds to our interaction quenches or drives
changing K and v.

interacting massless bosons – the lieb-liniger model. An-
other well-known example of a Bethe-ansatz integrable model is the Lieb-Liniger
model of interacting bosons in one spatial dimension. In second quantization,
the Hamiltonian is

H =

∫ L/2

−L/2
dx

(
1

2m
∂xΨ(x)†∂xΨ(x) + cΨ(x)†Ψ(x)Ψ(x)†Ψ(x)

)
, (13.5)

where m is the particle mass, c ≥ 0 is a repulsive coupling constant, and
Ψ(x) is a bosonic field satisfying [Ψ(x)†,Ψ(x′)] = δ(x − x′). If we define the
dimensionless coupling γ = 2mc/ρ0, where ρ0 is the density of particles, then
v = v(γ) and K = K(γ) are functions of γ for which analytical expressions are
not known in general but whose product must equal vF = πρ0/m. As limiting
cases for large and small γ,

v =
vF

K
, K ∼

1 + 4
γ

for γ ≫ 1,

π√
γ

(
1−

√
γ

2π

)−1/2
for γ ≪ 1,

(13.6)

see, e.g., [254, 255]. Once again, modulations in γ, or rather in c assuming ρ0
is fixed, corresponds to our non-equilibrium protocols changing K and v.

trapped ultra-cold atoms. Besides its theoretical significance, TLL
theory has direct experimental relevance to low-dimensional quantum many-
body systems. Well-known and intensely studied examples are quasi-one-
dimensional condensates of ultra-cold atoms. For a single condensate of bosons,
such a system can be modeled by the Hamiltonian

H =

∫ L/2

−L/2
dx (1/(2m)∂xΨ(x)†∂xΨ(x)

+
g

2
Ψ(x)†Ψ(x)Ψ(x)†Ψ(x) + [V (x)− µ]Ψ(x)†Ψ(x)), (13.7)

where m is the atom mass, g ≥ 0 is the effective interaction strength, V (x)
is the trapping potential, and µ is the chemical potential, see, e.g., [254–
257].1 In the Thomas-Fermi regime, (13.7) can be approximated as an inho-
mogeneous TLL following the harmonic-fluid approach [258], setting Ψ(x)† =

1 This model is that of a trapped Lieb-Liniger gas with c = g/2 using the notation in (13.5).
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√
ρ0(x) + πΠ(x)eiφ(x) and keeping only terms quadratic in the fields, with

position-dependent

v(x) =
√
ρ0(x)g/m, K(x) = π

√
ρ0(x)/mg, (13.8)

where ρ0(x) = [µ− V (x)]/g denotes the mean-atom-density distribution. The
effect of v(x) and K(x) on non-equilibrium dynamics was recently studied
in [259]. It would be interesting to study quenched or driven inhomogeneous
TLLs modulating v(x) and K(x) in time, which would be directly applicable
to trapped ultra-cold atoms. However, this is beyond the scope of the present
analysis, as we only consider the homogeneous case, but which can be viewed
as a first step in this direction. We remark that a related but different question
concerns modulated tunnel couplings between pairs of quasi-one-dimensional
condensates, see, e.g., [260, 261].

quantum circuits. Another important application of TLL theory is to
one-dimensional arrays of superconducting junctions. These have been proposed
to simulate TLLs, the map between the parameters given by

v ∼ a
√

2EC0EJ , K ∼
1

2π

√
2EC0

EJ
, (13.9)

to lowest order in the regime EJ ≫ EC0
, where EJ is the Josephson energy,

EC0
is the charging energy, and a is the array spacing, see, e.g., [262, 263]. It

would be interesting if an array of driven junctions could be realized to simulate
quenches and drives in TLLs.

string theory. The single compactified free boson in (13.11) also describes
the closed bosonic string with target space being a circle of radius R. In this
context, the bosonic field φ plays the role of the target-space coordinate while
x and t are the worldsheet coordinates. A sudden change in the radius from
R1 to R2, with R2 > R1, realizes a toy scenario of sudden inflation. From a
purely field-theoretic standpoint, one can imagine studying quenches caused by
current-current deformations of more general sigma and WZW models [264].
These are integrable deformations and, therefore, the quench dynamics should
be tractable. The analysis we are about to present is a first step in this direction.

13.3 algebraic framework and bogoliubov transformations

In TLL theory, all details are encapsulated in two parameters: The propagation
velocity v and the Luttinger parameter K encoding the interactions of the
original system. The Hamiltonian can be written as2

Hv,K =
1

2π

∫ L/2

−L/2
dx :

( v
K

[πΠ(x)]2 + vK[∂xφ(x)]
2
)
: −

πv

6L
(13.10)

2 We use units so that ℏ = kB = 1.
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for a bosonic field φ(x) = φ(x) + 2π with x on the circle of length L, where
[φ(x),Π(y)] = iδ(x− y) and :· · ·: denotes Wick ordering. From a path integral
perspective, this corresponds to the action3

S =
R2

4πα′

∫
d2x (∂µφ)(∂µφ) =

1

4πα′

∫
d2x (∂µX)(∂µX) (13.11)

describing free bosons X = Rφ with compactification radius R satisfying

K =
R2

2α′ , (13.12)

where α′ is referred to as the string tension in bosonic string theory [265]. We
recall that α′ has dimension length2 and is commonly set as α′ = 2, which we
will also do here for simplicity.

To establish our notation and conventions, following [55, 165, 171], we recall
that the TLL Hamiltonian in (13.10) can equivalently be written as

Hv,K =

∫ L/2

−L/2
dx v

[
T+(x) + T−(x)

]
(13.13)

using the right- and left-moving components T+(x) and T−(x) of the energy-
momentum tensor in light-cone coordinates. The latter can, in turn, be expressed
in terms of current operators

T±(x) =
π

K
:J±(x)2 : −

π

12L2
, (13.14)

where

J±(x) =
1

2π

[
πΠ(x)∓K∂xφ(x)

]
(13.15)

are the right- and left-moving components of a conserved U(1) current in TLL
theory. In general, consider a 1+1-dimensional CFT with central charge c
(in our case c = 1) and a conserved U(1) current with K appearing as the
current-algebra central charge. Passing to Fourier space,

T+(x) =
2π

L2

∞∑
n=−∞

e+2πinx/L
(
Ln −

c

24
δn,0

)
, (13.16)

J+(x) =
1

L

∞∑
n=−∞

e+2πinx/LJn,

T−(x) =
2π

L2

∞∑
n=−∞

e−2πinx/L
(
L̄n −

c

24
δn,0

)
, (13.17)

J−(x) =
1

L

∞∑
n=−∞

e−2πinx/LJ̄n,

3 Here φ = φ(x, t) with X = Rφ taking values on the circle [0, 2πR] for (x, t) on the cylinder
[−L/2, L/2] × R. As usual, x0 = vt, x1 = x, ∂µ = ∂/∂xµ for µ = 0, 1, and the metric is
diag(1,−1).
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the operators Ln and Jn for n ∈ Z satisfy the commutation relations[
Ln, Lm

]
= (n−m)Ln+m +

c

12
(n3 − n)δn+m,0,[

Jn, Jm
]
= Knδn+m,0,

[
Ln, Jm

]
= −mJn+m,

(13.18)

and commute with all L̄n and J̄n, which in turn satisfy relations analogous to
(13.18). We refer to [55] for an introduction to these and related topics.

Changes in the Luttinger parameter K or equivalently the compactification
radius R = 2

√
K correspond to marginal deformations of the TLL or free boson

CFT.4 One way to arrive at this interpretation from a Lagrangian point of
view is by identifying the marginal operator Φ responsible for changes in R,
which by definition is a primary field with conformal weights (h, h̄) = (1, 1),
see, e.g., [266]. The aim below is to identify this operator and explain how this
gives a geometric interpretation to our space of marginal deformations.

An infinitesimal change from R to R+ δR implies the following change in
the action (13.11):

δS = SR+δR − SR =
RδR

4π

∫
d2x (∂µφ)(∂µφ). (13.19)

Therefore, the marginal operator is

Φ =
RδR

4π
(∂µφ)(∂µφ) =

1

4π

δR

R
J(z)J̄(z̄), (13.20)

where we identified the currents

J(z) = −2πJ+(x−)/
√
K and J̄(z̄) = −2πJ−(x+)/

√
K (13.21)

in complex coordinates z = x+ ivτ = x− and z̄ = x − ivτ = x+ with τ = it
denoting imaginary time [cf. (13.15)]. The change is thus exactly in the form
of a JJ̄ deformation.

The geometry of the ‘theory space’ generated by marginal deformations,
known as the moduli space or conformal manifold, here denoted byM, is given
by the Zamolodchikov metric [244].5 This is obtained from the ground-state
correlation function of a pair of marginal operators on the sphere (or the infinite
plane):

⟨Φ(z, z̄)Φ(0, 0)⟩ =
ds2M
|z|4

, ds2M =
1

(4π)2

(
dR

R

)2

. (13.22)

Thus, up to an overall constant, the geodesic distance between two CFTs of
compactification radii R1 and R2 in M is∫ R1

R2

dR

R
= log

(
R1

R2

)
, (13.23)

which is exactly ν in (13.32), giving it the geometric interpretation as the
Zamolodchikov distance. It will turn out that the dynamics of our non-
equilibrium protocols will crucially depend on this parameter.

4 Recall that we set α′ = 2.
5 The moduli space of the free boson CFT is parametrized by the radius R ∈ [

√
α′,∞],

obtained by quotienting [0,∞] by the action of T-duality R ↔ α′/R.
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Given our non-equilibrium protocols featuring H1 = Hv1,K1
and H2 =

Hv2,K2 , we find it convenient to let H1 be our ‘undeformed’ theory, i.e., we
set K = K1 in (13.14), (13.15), and (13.18), and view H2 = Hv2,K2

as our
‘deformed’ theory. To this end, we introduce two commuting sets of bosonic
operators an and ān, n ∈ Z, for right- and left-moving excitations, respectively,
satisfying a†n = a−n,

[an, am] = nδn+m,0 = [ān, ām], [an, ām] = 0, (13.24)

and

an|Ω⟩ = ān|Ω⟩ = 0 ∀ n ≥ 0, (13.25)

which also defines the vacuum |Ω⟩. The operators in the theory with K = K1

can then be constructed as

Jn =
√
K1an, J̄n =

√
K1ān (13.26)

and

Ln =
1

2

∞∑
m=−∞

:an−mam : , L̄n =
1

2

∞∑
m=−∞

:ān−mām : , (13.27)

where the Wick ordering :· · ·: is with respect to |Ω⟩. We recall that the latter
identities are examples of the Sugawara construction, see, e.g., [55]. These
operators can be shown to satisfy (13.18) with K = K1 and c = 1. The Fourier
modes of the bosonic fields φ(x) and Π(x) in (13.10) can then be constructed
as

φn =
1

2
√
K1

i

n

(
an − ā−n

)
, Πn =

√
K1

(
a−n + ān

)
(13.28)

for all n ̸= 0, satisfying [φn,Πm] = iδn,m and [φn, φm] = 0 = [Πn,Πm] for
n,m ̸= 0. As usual, the case n = 0 has to be be handled separately. To fix our
terminology, we will refer to an and ān for n ̸= 0 as oscillator modes and a0
and ā0 as zero modes.

Given the above, we can express the undeformed Hamiltonian

H1 =
2πv1

L

(
L0 + L̄0

)
−
πv1

6L
(13.29)

in terms of the oscillator and zero modes: H1 = H
(0)
1 +H

(osc)
1 − πv1/6L with

H
(osc)
1 =

πv1

L

∑
n̸=0

:(a−nan + ā−nān): ,

H
(0)
1 =

πv1

L

(
a20 + ā20

)
.

(13.30)
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It follows that H1 does not couple right and left movers and has |Ω⟩ in (13.25)
as its ground state. Let us also write the deformed Hamiltonian H2 using the
modes of the undeformed theory:6 H2 = H

(0)
2 +H

(osc)
2 − πv2/6L with

H
(osc)
2 =

πv2

L

∑
n ̸=0

[
cosh(2ν) :

(
a−nan + ā−nān

)
: + 2 sinh(2ν)anān

]
+ E0

2 ,

H
(0)
2 =

πv2

L

[
cosh(2ν)

(
a20 + ā20

)
+ 2 sinh(2ν)a0ā0

]
(13.31)

for the Zamolodchikov distance ν

ν = log
√
K1/K2 = log(R1/R2), (13.32)

as a function of the two Luttinger parameters K1,2 (or the two radii R1,2),
where E0

2 = −(2πv2/L)
∑
n>0[cosh(2ν) − 1]n is a diverging constant due to

Wick ordering with respect to |Ω⟩. We note the presence of terms that couple
right and left movers if ν ̸= 0, which makes it manifest that H2 is a JJ̄
deformation of H1 [cf. (13.26)]. For completeness and future reference, we note
the following analogue of (13.29) for the deformed Hamiltonian:

H2 =
2πv2

L
cosh(2ν)(L0+L̄0)+

2πv2

L

sinh(2ν)

K1

∞∑
n=−∞

JnJ̄n−
πv2

6L
+E0

2 , (13.33)

where all ingredients are operators of the undeformed theory with K = K1.7
The combinations of oscillator modes appearing in H1 and H2 in (13.30) and

(13.31) can conveniently be written in terms of the generators of a countably
infinite number of copies of the su(1, 1) algebra, labeled by n ∈ Z+ = {1, 2, . . .}.
More precisely, for n > 0, let

K
(n)
0 =

1

2n
(a−nan + ā−nān + n) , K

(n)
− =

1

n
anān, K

(n)
+ =

1

n
a−nā−n,

(13.34)

which satisfy
(
K

(n)
−
)†

= K
(n)
+ and

[K
(n)
− ,K

(m)
+ ] = 2K

(n)
0 δn,m, [K

(n)
0 ,K

(m)
± ] = ±K(n)

± δn,m, (13.35)

see, e.g., [267]. For later reference, one can show that the associated Cartan-
Killing form is

K(X,Y ) =
(
x0 x− x+

)2 0 0

0 0 −4
0 −4 0


y0y−
y+

 (13.36)

6 The expression in (13.31) can also be derived from (13.43). We note that the coefficients
cosh(2ν) and sinh(2ν) can be interpreted as coupling constants and correspond to 1 + g4/2
and g2/2 in the Luttinger model (13.1) respectively, if the latter are defined with respect
to the theory with K = K1 (instead of K = 1 as usual).

7 Under an infinitesimal change of the Luttinger parameter, K2 = K1 + δK1, the de-
formed Hamiltonian (13.33) is related to the undeformed one as H2/v2 ≈ H1/v1 −
(2π/L)(δK1/K

2
1 )

∑
n JnJ̄n.
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for X = x0K
(n)
0 + x−K

(n)
− + x+K

(n)
+ and Y = y0K

(n)
0 + y−K

(n)
− + y+K

(n)
+ .

We recall that the corresponding group, su(1, 1), is non-compact and, therefore,
all unitary irreducible representations are infinite dimensional, see, e.g., [267].
However, one can construct a non-unitary 2× 2-matrix representation of the
generators:

K
(n)
0

∣∣∣
2×2

=

(
−1/2 0

0 1/2

)
, K

(n)
−
∣∣∣
2×2

=

(
0 1

0 0

)
,

K
(n)
+

∣∣∣
2×2

=

(
0 0

−1 0

)
. (13.37)

Additionally, it is also useful to note the following commutation relations:

[K
(n)
− , am] = δn+m,0ā−m, [K

(n)
− , ām] = δn+m,0a−m, (13.38a)

[K
(n)
+ , am] = −δn+m,0ā−m, [K

(n)
+ , ām] = −δn+m,0a−m. (13.38b)

The Hamiltonians can also be written in terms of the su(1, 1) generators as

H1 = H
(0)
1 +

2πv1

L

∑
n>0

2n

(
K

(n)
0 −

1

2

)
−
πv1

6L
(13.39)

and

H2 =
2πv2

L

∑
n>0

2n

[
cosh(2ν)

(
K

(n)
0 −

1

2

)
+ sinh(2ν)

(
K

(n)
− +K

(n)
+

)]
+H

(0)
2 −

πv2

6L
(13.40)

with ν in (13.32).
It is well-known that a TLL Hamiltonian can be ‘diagonalized’ by a Bo-

goliubov transformation, which effectively ‘rotates’ the oscillator modes by an
‘angle’ ν, for a suitable choice of the latter. Below, we discuss the operator
that implements this transformation and show that the relevant choice of ν is
exactly the one in (13.32).

As explained in [250], the Bogoliubov transformation is implemented by the
unitary operator8

Iν = exp

ν∑
n ̸=0

1

n
anān

 =
∏
n>0

exp
[
ν
(
K

(n)
− −K(n)

+

)]
, (13.41)

defined for any ν ∈ R. The second equality rewrites the operator as it appears
in [250] in terms of the su(1, 1) generators, which will prove convenient later.
Indeed, using (13.38), it is straightforward to show

IνanI†ν = an cosh(ν) + ā−n sinh(ν), (13.42a)

Iν ānI†ν = ān cosh(ν) + a−n sinh(ν) (13.42b)

8 Note that we use an and ān of the undeformed theory with K = K1 to define Iν rather
than the usual choice corresponding to K = 1.
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for n ̸= 0. The inverse relations are obtained by noting that I†ν = I−1
ν = I−ν .

Note that one must take the latter as a definition of I†ν when using (13.41)
with the non-unitary representation in (13.37). By picking ν as in (13.32), one
can show that

I†νH
(osc)
2 Iν =

v2

v1
H

(osc)
1 + E0

2 (13.43)

up to the diverging constant E0
2 due to Wick ordering with respect to |Ω⟩. This

allows us to write the Floquet operator

UF = e−iH1t1e−iH2t2 , (13.44)

as

UF = e−iE0
2t2e−iH1t1Iνe−iH1 t̃2I†νe

−i
[
H

(0)
2 t2−H(0)

1 t̃2

]
, t̃2 = (v2/v1)t2,

(13.45)

where the overall phase e−iE0
2t2 will be of no consequence to the dynamical

observables we study. The above expression for UF is the key to most of our
subsequent computations. (The quantum quench can be studied as a special
case by setting t1 = 0 and t2 = t.) Note that Iν brings to mind interface
operators in boundary CFT since it connects two different bosonic theories
along time interfaces in our non-equilibrium protocols. One can also observe
that this operator, as defined in (13.41), has the form of a two-mode squeeze
operator [268]. This class of operators play an important role in quantum
optics, where they are associated to degenerate parametric amplification. In
our present setup, the two modes correspond to the right- and left-moving sets
of oscillator modes.

We also find it useful to introduce the q-modified operator

I(q)ν = qL0+L̄0Iνq−L0−L̄0 = exp

ν∑
n ̸=0

q−2n

n
anān


=
∏
n>0

exp
[
ν
(
q−2nK

(n)
− − q2nK(n)

+

)]
(13.46)

for q ∈ U(1). In the second equality, we used that

qL0+L̄0anq
−L0−L̄0 = anq

−n, qL0+L̄0 ānq
−L0−L̄0 = ānq

−n. (13.47)

(The latter is nothing but the inverse time evolution of an and ān under H1

in (13.30) if one sets q = e−2πiv1t/L.) The q-modified operators transform the
oscillator modes as

I(q)ν an
(
I(q)ν

)†
= an cosh(ν) + ā−n sinh(ν)q2n, (13.48a)

I(q)ν ān
(
I(q)ν

)†
= ān cosh(ν) + a−n sinh(ν)q2n, (13.48b)

generalizing (13.42). Moreover, it also allows us to further rewrite (13.45) as

UF = e−iE0
2t2qL0+L̄0

1 Iν
(
I(q2)ν

)†
qL0+L̄0
2 e−i

[
H

(0)
2 −(v2/v1)H

(0)
1

]
t2 (13.49)
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for q1,2 = e−2πiτ1,2 , where we reiterate that the phase e−iE0
2t2 will be of no

consequence in practice. Lastly, as for Iν = I(1)ν , unitarity implies
(
I(q)ν

)†
=(

I(q)ν

)−1
= I(q)−ν , which must be taken as a definition when using (13.46) with

the non-unitary representation in (13.37).
The Wick ordering :· · ·: we use is with respect to |Ω⟩ in (13.25) and is

therefore the ordering of the Hilbert space of H1 constructed from its primary
states and their descendants. For bilinears of the form anam and ānām, this
ordering is equivalent to subtracting the ground-state expectation value,

:anam : = anam − ⟨Ω|anam|Ω⟩ = anam − δn+m,0nθ(n) (13.50)

where θ(·) is the Heaviside function, and similarly for ānām.9
The constant E0

2 in (13.31) and (13.43) appears due to re-ordering of the
right-hand side, and diverges due to that the JJ̄ deformation affects all modes.
A more rigorous approach would be to include an ultraviolet cutoff on the
deformation, effectively a momentum dependence in the Luttinger parameter
K

(n)
2 so that it tends to K1 sufficiently fast for large |n|. As mentioned, this

is related to making Iν well defined: This operator provides a map between
the Hilbert spaces of our two theories with different Luttinger parameters,
which strictly speaking become unitarily inequivalent in the absence of a cutoff,
manifested by that the ‘true ground state’ of H2 is separated from its ‘ground
state’ Iν |Ω⟩ in the Hilbert space of H1 by a diverging constant. This necessitates
an additive renormalization of I†νH2Iν for it to make sense on the Hilbert
space of H1, see, e.g., [253] for further discussion. We remark, however, that
the presence of a cutoff can be motivated by physical applications and that all
steps in this chapter can be repeated with it in place since our quenched or
driven theory corresponds to an infinite sequence of uncoupled (discrete-time)
quantum (parametric) oscillators.

13.4 quantum quench

In this section, we study the dynamics of a TLL after an interaction quench,
starting from an arbitrary eigenstate of H1, and switching the Luttinger param-
eter from K1 to K2 at time t = 0. As discussed in Sec. 13.3, this corresponds
to quenching the original TLL Hamiltonian with a marginal (JJ̄) deformation.
We compute the exact time-evolution after the quench of the following two
quantities:

1. The Loschmidt echo, defined for a pure initial state |Ψ⟩ as

F(t) = |⟨Ψ|e−iH2t|Ψ⟩|2. (13.51)

This quantifies the time-dependent return probability of a state and
can thereby be used to measure the probability of quantum revivals.
Moreover, non-analyticities in log[F(t)] after a quantum quench can
reveal rich dynamics and are a typical signature of dynamical quantum
phase transitions [245].

9 Starting from the usual definition of placing all creation operators to the left of all
annihilation operators, (13.50) can be verified by identifying an and ān for n <(>) 0 as
creation (annihilation) operators, meaning that the only non-trivial case is n > 0 > m,
and using (13.24) and (13.25).
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2. The energy-density expectation, defined for a pure initial state |Ψ⟩ as

EΨ(x, t) = ⟨Ψ|eiH2tv1[T+(x) + T−(x)]e−iH2t|Ψ⟩. (13.52)

In addition to pure states, we also compute the time evolution of the
energy-density expectation with respect to initial thermal states. For
all the cases considered, the spatial-homogeneity of the initial state
significantly simplifies the computations.

We note that, since the initial states we consider are spatially homogeneous, time
evolution of the particle density would be trivial, which is why we do not study
this observable in the present chapter. However, for spatially inhomogeneous
initial states, the expectation value of particle density would generically have a
non-trivial time evolution.

We first compute the Loschmidt echo after the quench from the ground state
|Ω⟩ of H1,

FΩ(t) =
∣∣⟨Ω|e−iH2t|Ω⟩

∣∣2. (13.53)

Using the framework introduced in Sec. 13.3, it can be shown that

⟨Ω|e−iH2t|Ω⟩ = e−iE0
2t⟨Ω|Iν

(
I(q)ν

)†|Ω⟩. (13.54)

Indeed, since (13.44) implies UF = e−iH2t for t1 = 0 and t2 = t, the above
follows from (13.49) for q1 = 1 and q2 = q = e−2πiv2t/L and (13.25). Note that
FΩ(t) is insensitive to the overall phase e−iE0

2t. Our strategy to compute the
right-hand side of (13.54) is to use the decomposition of Iν

(
I(q)ν

)† in terms of
the su(1, 1) generators in (13.34):

⟨Ω|Iν
(
I(q)ν

)†
|Ω⟩

=
∏
n>0

⟨Ω| exp
(
ζ
(n)
+ K

(n)
+

)
exp

(
ζ
(n)
0 K

(n)
0

)
exp

(
ζ
(n)
− K

(n)
−
)
|Ω⟩

=
∏
n>0

⟨Ω| exp
(
ζ
(n)
0 K

(n)
0

)
|Ω⟩ =

∏
n>0

exp
(
ζ
(n)
0 /2

)
, (13.55)

where we used ⟨Ω|K(n)
+ = 0 = K

(n)
− |Ω⟩, which follows from (13.25). One

efficient way to find the coefficients ζ(n)0 and ζ
(n)
± is to use the non-unitary

2 × 2-matrix representation of the su(1, 1) in (13.37). In this representation,
using (13.41) and (13.46) with

(
I(q)ν

)†
= I(q)−ν as a definition,10 we obtain

Iν
(
I(q)ν

)† ∣∣∣(n)
2×2

=

(
cosh2(ν)− sinh2(ν)q2n 1

2
sinh(2ν)

(
1− q−2n

)
1
2
sinh(2ν)

(
1− q2n

)
cosh2(ν)− sinh2(ν)q−2n

)
(13.56)

10 At a practical level, this is done in order to bypass the unitarity requirement on the su(1, 1)
representation.
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for the nth mode. Comparing this with the product

e
ζ
(n)
+ K

(n)
+ eζ

(n)
0 K

(n)
0 e

ζ
(n)
− K

(n)
−
∣∣∣
2×2

=

 e−ζ
(n)
0 /2 ζ

(n)
− e−ζ

(n)
0 /2

−ζ(n)+ e−ζ
(n)
0 /2 eζ

(n)
0 /2 − ζ(n)− ζ

(n)
+ e−ζ

(n)
0 /2

 , (13.57)

we deduce that the Loschmidt echo after the quench starting from the ground
state is

FΩ(t) =
∏
n>0

1∣∣cosh2(ν)− sinh2(ν)q2n
∣∣2 . (13.58)

Considering all the modes by taking the infinite product in (13.58) into
account, the resulting Loschmidt echo has a Dirac comb structure, i.e., it is
zero at all times t apart from t = kL/2v2 for k ∈ N = {0, 1, 2, . . .}, at which
there are exact quantum revivals. These can be understood from a quasiparticle
picture [67]: Right- and left-moving quasiparticles emitted from any position
meet again after half-integer multiples of L with periodic boundary conditions.
A similar result was found in [71] for the Loschmidt echo by starting from a
boundary state and quenching with a uniform CFT Hamiltonian, while we
started from the ground state of a uniform compactified free boson CFT, and
quenched with a JJ̄ deformed CFT. To compare with critical lattice systems, it
is necessary to apply a cutoff on the number of momentum modes that appear
in the infinite product. This in turn leads to a cutoff dependent Loschmidt echo,
as shown in Fig. 13.1. Finally, we note that the Loschmidt echo starting from a
primary state |h, h̄⟩ of conformal dimension (h, h̄) is the same as starting from
the ground state |Ω⟩. In order to show that, Let us first use the operator-state
correspondence and write

⟨h, h̄|Iν
(
I(q)ν

)†
|h, h̄⟩ = lim

z,z̄→0
ω,ω̄→0

⟨Ω|O†(ω, ω̄)Iν
(
I(q)ν

)†
O(z, z̄)|Ω⟩, (13.59)

where O(z, z̄) is a primary field with conformal weights (h, h̄). The following
commutation relations can be derived from the OPEs of O(z, z̄) with the
conserved U(1) currents J(z) and J̄(z̄):

[an, O(z, z̄)] = qOz
nO(z, z̄), (13.60)

[anān, O(z, z̄)] = [q̄O z̄
nan + qOz

nān − qO q̄O(zz̄)n]O(z, z̄). (13.61)

Here, qO and q̄O are the charges of the U(1)+ and U(1)− current algebras,
respectively, for the primary field O(z, z̄); equivalently, these are the right and
left momenta of the vertex operators. As a consequence, it is clear that

lim
z,z̄→0

[anān, O(z, z̄)] = 0, lim
z,z̄→0

[(
I(q)ν

)†
, O(z, z̄)

]
= 0, (13.62)

where we used (13.41), which implies

⟨h, h̄|Iν
(
I(q)ν

)†
|h, h̄⟩ = lim

z,z̄→0
ω,ω̄→0

⟨Ω|IνO†(ω, ω̄)O(z, z̄)
(
I(q)ν

)†
|Ω⟩. (13.63)
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Using the fact that the primary states of the compactified free boson CFT are
vertex operators, we conclude that limz,z̄→0 limω,ω̄→0O†(ω, ω̄)O(z, z̄) = I and
thus one has

⟨h, h̄|Iν
(
I(q)ν

)†
|h, h̄⟩ = ⟨Ω|Iν

(
I(q)ν

)†
|Ω⟩. (13.64)

Figure 13.1: Time evolution of the Loschmidt echo FΩ(t) in (13.58) following a
quench with K1/K2 = 7/6 starting from the ground state. The results
are plotted for a cutoff on the number of modes at n = 10, 20, . . . , 100
(top to bottom). We observe that by increasing the number of terms
in the product, FΩ(t) tends to the exact CFT result of a Dirac comb
with revivals at kL/2v2, k ∈ N.

We now compute the exact time evolution of the Loschmidt echo starting
from an initial state of the form

|Ψp,p̄⟩ =
1√
Np,p̄

∞∏
n=1

āp̄n−na
pn
−n|Ω⟩, Np,p̄ =

∞∏
n=1

(npnpn!)(n
p̄n p̄n!) (13.65)

for p = (pn)∞n=1 and p̄ = (p̄n)∞n=1 with pn, p̄n ∈ N, i.e., any possible descendant
state from the ground state |Ω⟩. Following the above reasoning, the Loschmidt
echo has the form

Fp,p̄(t) =
∣∣∣⟨Ψp,p̄|e−iH2t|Ψp,p̄⟩

∣∣∣2 =
1

N 2
p,p̄

|Cp,p̄|2 , (13.66)

where

Cp,p̄ = ⟨Ω|
( ∞∏
n=1

apnn āp̄nn

)
Iν
(
I(q)ν

)†( ∞∏
n=1

āp̄n−na
pn
−n

)
|Ω⟩ (13.67)

is the non-trivial part we need to compute.
Let us start by considering the initial state

(
1/
√
npp!

)
ap−n|Ω⟩, writing p = pn

to lighten the notation. We thus need to compute

Cp = ⟨Ω|apnIν
(
I(q)ν

)†
ap−n|Ω⟩. (13.68)



13.4 quantum quench 185

This can be achieved by using (13.42) and (13.48) to move one a−n past
Iν
(
I(q)ν

)†, which yields

Cp = ⟨Ω|apn
(
Ana−n +Bnān

)
Iν
(
I(q)ν

)†
ap−1
−n |Ω⟩ (13.69)

with An = An(t) and Bn = Bn(t) given by

An(t) = cosh2(ν)−sinh2(ν)q−2n, Bn(t) =
1

2
sinh(2ν)

(
1− q−2n

)
(13.70)

using q = e−2πiv2t/L. Noting that ⟨Ω|apna−n = pn⟨Ω|ap−1
n , we obtain

Cp = npAnCp−1 +Bn⟨Ω|apnānIν
(
I(q)ν

)†
ap−1
−n |Ω⟩. (13.71)

The second term can be simplified by moving ān to the right, leading to

⟨Ω|apnānIν
(
I(q)ν

)†
ap−1
−n |Ω⟩ = An⟨Ω|apnIν

(
I(q)ν

)†
āna

p−1
−n |Ω⟩−BnCp (13.72)

with the complex conjugated Bn = Bn(−t) given by (13.70). The first term
vanishes and we conclude that Cp must satisfy the recursion relation

Cp = np
An

1 + |Bn|2
Cp−1, C0 = ⟨Ω|Iν

(
I(q)ν

)†
|Ω⟩. (13.73)

Solving this recursion relation, we conclude that

Cp = npp!

(
An

1 + |Bn|2

)p
⟨Ω|Iν

(
I(q)ν

)†
|Ω⟩. (13.74)

Thus, using (13.66) with Npn = npn(pn!), the Loschmidt echo starting from
an initial state of the form

(
1/
√
npnpn!

)
apn−n|Ω⟩ is obtained by multiplying

FΩ(t) in (13.58) by a time-dependent factor. The result is

Lpn (t) = FΩ(t)

(
|An(t)|

1 + |Bn(t)|2

)2pn

(13.75)

with An(t) and Bn(t) in (13.70). A direct consequence of (13.75) is that Lpn (t)
decreases exponentially with pn by starting from such an excited state instead
of the ground state. However, the quantum revivals at times t = kL/2v2 remain
unchanged, see Fig. 13.2(a).

We now consider an initial state that mixes right- and left-moving excitations
for a given mode n,

|Ψp,p̄⟩ =
1√

(npp!)(np̄p̄!)
āp̄−na

p
−n|Ω⟩, (13.76)

again writing p = pn and p̄ = p̄n to lighten the notation. The Hamiltonian H2

after the quench acts non-trivially on such an initial state because the marginal
(JJ̄) deformation effectively repartitions excitations into right and left moving.
As before, we compute

Cp,p̄ = ⟨Ω|apnāp̄nIν
(
I(q)ν

)†
āp̄−na

p
−n|Ω⟩. (13.77)
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Figure 13.2: (a) Time evolution of the Loschmidt echo Lp1
(t)/FΩ(t) in (13.75)

following a quench with K1/K2 = 4/3 for initial states of the form
a
p1
−1|Ω⟩ for p1 = 1, 2, . . . , 12 (top to bottom). (b) Time evolution of the

Loschmidt echo Lp1,p̄1
(t)/FΩ(t) in (13.84) following the same quench

for initial states of the form a
p1
−1ā

p̄1
−1|Ω⟩ for p1 = 0, 1, 2, 3, 4 (top to

bottom) and p̄1 = 2. Temporal orthogonality and non-analyticities of
the Loschmidt echo at discrete times can only be observed if the initial
state mixes right- and left-moving excitations for a given mode n. On
the other hand, quantum revivals at integer multiples of L/2 happen
for any choice of pure initial state.

Once again, using (13.42) and (13.48) to move one ā−n from the right to the
left, we obtain

Cp,p̄ = np̄AnCp,p̄−1 +Bn⟨Ω|ap+1
n āp̄nIν

(
I(q)ν

)†
āp̄−1
−n a

p
−n|Ω⟩ (13.78)

with An = An(t) and Bn = Bn(t) given by (13.70). The second term can
be simplified by successively moving ān from the left to the right, eventually
leading to

Bn⟨Ω|ap+1
n āp̄nIν

(
I(q)ν

)†
āp̄−1
−n a

p
−n|Ω⟩

= −|Bn|2
p̄−1∑
j=0

(p̄− 1)!

(p̄− j − 1)!
(nAn)

jCp+1,p̄−1−j . (13.79)

Plugging into (13.78), we find the following two-variable recursion relation for
Cp,p̄:

Cp,p̄ = np̄AnCp,p̄−1 − |Bn|2
p̄−1∑
j=0

(p̄− 1)!

(p̄− j − 1)!
(nAn)

jCp+1,p̄−1−j (13.80)

with (initial) conditions Cp,0 = Cp and C0,p̄ = Cp̄ given by (13.74). The
solution to (13.80) takes the general form

Cp,p̄ =(npp!)(np̄p̄!)

(
An

1 + |Bn|2

)p+p̄

×
min{p,p̄}∑
j=0

(p
j

)(p̄
j

)
(−|Bn|2)j⟨Ω|Iν

(
I(q)ν

)†
|Ω⟩. (13.81)
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Alternatively, this can be stated in terms of the hypergeometric function
2F1(a, b; c; z) as

Cp,p̄ = (npp!)(np̄p̄!)

(
An

1 + |Bn|2

)p+p̄
2F1(−p,−p̄; 1;−|Bn|2)

× ⟨Ω|Iν
(
I(q)ν

)†
|Ω⟩, (13.82)

from which the Loschmidt echo is obtained using (13.66). In conclusion, the
final result starting from initial states of the form(

1/
√

(npnpn!)(np̄n p̄n!)
)
āp̄n−na

pn
−n|Ω⟩ (13.83)

is

Fpn,p̄n (t) = FΩ(t)

(
|An(t)|

1 + |Bn(t)|2

)2(pn+p̄n)

×
∣∣∣2F1(−pn,−p̄n; 1;−|Bn(t)|2)

∣∣∣2 (13.84)

with An(t) and Bn(t) in (13.70). Note that this is consistent with (13.75) if
pn = 0 or p̄n = 0 since 2F1(0, b; c; z) = 1 = 2F1(a, 0; c; z).

It follows from (13.84) that mixing right- and left-moving excitations in
the initial state leads to an additional factor of 2F1(−pn,−p̄n; 1;−|Bn|2),
which is a consequence of the repartitioning of the excitations due to the JJ̄
deformation in H2. Note that this hypergeometric function is a polynomial of
order min{pn, p̄n}. Thus, if such a polynomial admits real zeros, the Loschmidt
echo might in turn admit exact zeros at particular values of t, leading to
non-analytic times in log[F(t)]. In particular, we apply Theorem 2(v) in [269]
to conclude that all zeros of 2F1(−pn,−p̄n; 1; y) for the variable y are real and
negative. On the other hand, in order for the Loschmidt echo to develop an
exact zero at finite times, a given zero y∗ of 2F1(−pn,−p̄n; 1; y) is required to
fulfill

y∗ ∈
[
−4 cosh2(ν) sinh2(ν), 0

]
. (13.85)

In particular, in the limit where ν →∞, all the min{pn, p̄n} zeros correspond
to different values of t for which the Loschmidt echo is exactly zero. As can be
seen on Fig. 13.2(b), the Loschmidt echo is non-analytic in the vicinity of these
exact zeros. Thus, we interpret our result for the Loschmidt echo as dynamical
quantum phase transitions arising periodically in time. We stress that this
phenomena of temporal orthogonality [270] can only be observed for our quench
protocol if the initial state mixes right- and left-moving excitations for the
same mode n, and can be seen as Lee-Yang-Fisher zeros [245] in the complex
Loschmidt amplitude crossing the real time axis whenever the condition in
(13.85) is fulfilled.

Finally, we note that the non-normalized return amplitude Cp,p̄ in (13.67)
for a general excited state of the form in (13.65) can be obtained as Cp,p̄ =∏
n Cpn,p̄n . Therefore, we conclude that the Loschmidt echo after a quantum

quench starting from a general excited state is

Fp,p̄(t) = FΩ(t)
∞∏
n=1

(
|An(t)|

1 + |Bn(t)|2

)2(pn+p̄n) ∣∣∣2F1(−pn,−p̄n; 1;−|Bn(t)|2)
∣∣∣2
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(13.86)

with An(t) and Bn(t) in (13.70). We note that the result would be unchanged by
considering excited states in the form of descendant states from other primary
states than the ground state. Consequently, (13.86) is the most general result
for the Loschmidt echo after an interaction quench starting from any eigenstate
of H1.

We now turn to the energy density of the system initialized in an arbitrary
eigenstate or a thermal state of H1 and subsequently evolved in time under
H2. In each case, the initial state is spatially homogeneous and can be denoted
by a density matrix ρ̂. The corresponding energy density can be written as

Eρ̂(x, t) = Tr
[
ρ̂ eiH2tv1

[
T+(x) + T−(x)

]
e−iH2t

]
=

2πv1

L2

∞∑
n=−∞

Tr
[
ρ̂ eiH2t

(
Lne

2πinx/L + L̄ne
−2πinx/L

)
e−iH2t

]
−
πv1

6L2
, (13.87)

where we used (13.16). The basic problem is therefore to study the quenched
time evolution of the Virasoro generators Ln and L̄n. For Ln, and analogously
for L̄n, we can write

eiH2tLne
−iH2t = UI(q)ν I†νLnIν

(
I(q)ν

)†
U† (13.88)

with

U = q−(L0+L̄0)ei
[
H

(0)
2 −(v2/v1)H

(0)
1

]
t (13.89)

and q = e−2πiv2t/L, where we used e−iH2t = UF and (13.49) for t1 = 0 and
t2 = t. Momentarily, neglecting U , the remaining object I(q)ν I†νLnIν

(
I(q)ν

)†
can be computed using (13.42) and the decomposition of Ln into oscillator
modes in (13.27). It takes the general form

I(q)ν I†νLnIν
(
I(q)ν

)†
=

1

2

∞∑
m=−∞

[
C

(n)
aa (m)an−mam

+ C
(n)
āā (m)ā−n+mā−m + C

(n)
āa (m)ā−n+mam + C

(n)
aā (m)an−mā−m

]
(13.90)

for certain coefficients C(n)
(·)(·)(m), where the last term comes from undoing the

Wick ordering using (13.50). One can explicitly show that, when taking the
trace in (13.87) with a spatially homogeneous ρ̂, that the contributions from
ā−n+mam and an−mā−m vanish for all n, while those from an−mam and
ā−n+mā−m vanish unless n = 0, a fact which U in (13.89) cannot change. It
follows that the only contributions we need to evaluate come from L0 and L̄0 and
that the energy density is constant in space. More concretely, Eρ̂(x, t) = Eρ̂(t)
with

Eρ̂(t) =
2πv1

L2
Tr

[
ρ̂ UI(q)ν I†ν

(
L0 + L̄0

)
Iν
(
I(q)ν

)†
U†
]
−
πv1

6L2
, (13.91)
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where the only coefficients in (13.90) we need are

C
(0)
aa (m) =

1

4

[(
1 + q−2m

) (
1 + q2m

)
+ cosh2(2ν)

(
1− q−2m

) (
1− q2m

)]
,

C
(0)
āā (m) =

1

4
sinh2(2ν)

(
1− q−2m

) (
1− q2m

)
,

(13.92)

which manifestly satisfy C(0)
aa (−m) = C

(0)
aa (m) and C(0)

āā (−m) = C
(0)
āā (m).

To proceed, we specialize to different choices of the state ρ̂ in which the
system is initialized.

Consider the position-independent energy density EΩ(t) = Eρ̂(t) in (13.91)
for ρ̂ = |Ω⟩⟨Ω| given by the ground state |Ω⟩ of the theory with K = K1. In
this case, the contributions from U in (13.89) vanish since a0|Ω⟩ = 0 = ā0|Ω⟩
and L0|Ω⟩ = 0 = L̄0|Ω⟩. It follows that

Tr
[
ρ̂ UI(q)ν I†νL0Iν

(
I(q)ν

)†
U†
]
= ⟨Ω|I(q)ν I†νL0Iν

(
I(q)ν

)†
|Ω⟩ = ⟨L0⟩Ω(t),

(13.93)

which defines the time-dependent expectation

⟨L0⟩Ω(t) =
1

2

∑
m

[
C

(0)
aa (m)⟨Ω|a−mam|Ω⟩+ C

(0)
āā (m)⟨Ω|āmā−m|Ω⟩

]
=

1

2

∑
m>0

m
[
C

(0)
aa (m) + C

(0)
āā (m)− 1

]
=

1

2

∑
m>0

m
[
cosh2(2ν)− sinh2(2ν) cos(4πmv2t/L)− 1

]
,

(13.94)

where we used (13.92) and q = e−2πiv2t/L in the last step. The corresponding
expectation ⟨L̄0⟩Ω(t) can be shown to be exactly the same.

We stress that the result in (13.94), in general, is not convergent when
summing over m and needs to be regularized. The appropriate regularization
in this case is provided by the Lerch zeta function, ζ(s|v, w).11 This function
satisfies the required finiteness and periodicity properties and is a natural
generalization of the Riemann zeta function ζ(s) used in the regularization of
the Casimir energy of the undeformed TLL theory. Using this function,

⟨L0⟩Ω(t) =
1

2

[
cosh2(2ν)− 1

]
ζ(−1)

−
1

4
sinh2(2ν)

[
ζ(−1|0, 2v2t/L) + ζ(−1|0,−2v2t/L)

]
, (13.95)

where ζ(−1) = −1/12 through analytic continuation. Inserting the above into
(13.91), it follows that the ground-state energy density after the quantum
quench is

EΩ(t) = −
πv1

6L2

(
cosh2(2ν)+6 sinh2(2ν)

[
ζ(−1|0, 2v2t/L)+ζ(−1|0,−2v2t/L)

])
.

11 We are grateful to Pierre Vanhove for discussions on this.
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(13.96)

At t = 0, the function ζ(−1|0,±2v2t/L) reduces to the Riemann zeta function,
since ζ(−1|0, 0) = ζ(−1). This implies that the energy density at t = 0 is the
familiar ground-state energy density of a TLL theory:

EΩ(0) = −
πv1

6L2
. (13.97)

We note that the revivals observed in the Loschmidt echo at t = kL/2v2 for
k ∈ N are also present in the energy density. These lead to discontinuities at
these discrete times, as seen in Fig. 13.3(a). Physically, the discontinuity in the
vicinity of t = 0 appear due to the abrupt nature of the interaction quench,
while the periodic revivals occur due to the integrability of the system.
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Figure 13.3: (a) Time evolution of the ground-state energy density EΩ(t) in (13.96)
following a quench withK1/K2 = 4/3. We observe discontinuities in the
evolution at v2t/L = k/2, k ∈ N, where the energy density goes back to
its equilibrium value. (b) Time evolution of the excitation contribution
Ep,p̄(t) − EΩ(t) given by (13.101) following the same quench for initial
states of the form a−mā−m|Ω⟩, m = 1, ..., 8 (bottom to top).

Consider now instead the system initialized in the state ρ̂ = |Ψp,p̄⟩⟨Ψp,p̄|
with |Ψp,p̄⟩ of the form in (13.65). As for the computation of the ground-state
energy density, the contributions from U and U† given by (13.89) can be shown
to cancel each other. Thus, similar to before,

Tr
[
ρ̂ UI(q)ν I†νL0Iν

(
I(q)ν

)†
U†
]
= ⟨Ψp,p̄|I(q)ν I†νL0Iν

(
I(q)ν

)†
|Ψp,p̄⟩

= ⟨L0⟩p,p̄(t) (13.98)

with

⟨L0⟩p,p̄(t) =
1

2

∑
m>0

[
C

(0)
aa (m)(2pm + 1)m+ C

(0)
āā (m)(2p̄m + 1)m−m

]
= ⟨L0⟩Ω(t) +

∑
m>0

m
[
C

(0)
aa (m)pm + C

(0)
āā (m)p̄m

]
. (13.99)

In the second step, we used ⟨Ω|apnn a−nana
pn
−n|Ω⟩ = npn(npnpn!) for n > 0 to

show that

⟨Ψp,p̄|a−mam|Ψp,p̄⟩ = mpm, ⟨Ψp,p̄|ama−m|Ψp,p̄⟩ = m(pm + 1),

⟨Ψp,p̄|āmā−m|Ψp,p̄⟩ = m(p̄m + 1), ⟨Ψp,p̄|ā−mām|Ψp,p̄⟩ = mp̄m
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(13.100)

for all m ∈ Z+, as well as the symmetry properties of the coefficients in (13.92).
The first term in (13.99) is the ground-state contribution in (13.95), while
the second term is the additional contribution depending on the occupation
numbers of the excited initial state in (13.65). For the corresponding expectation
⟨L̄0⟩p,p̄(t) one simply needs to swap the roles of Caa and Cāā.

It follows by inserting the above into (13.91) that the position-independent
energy density Ep,p̄(t) = Eρ̂(t) for ρ̂ = |Ψp,p̄⟩⟨Ψp,p̄| given by (13.65) is

Ep,p̄(t) = EΩ(t) +
2πv1

L2

∑
m>0

[
C

(0)
aa (m) + C

(0)
āā (m)

]
m(pm + p̄m)

= EΩ(t) +
2πv1

L2

∑
m>0

[
cosh2(2ν)− sinh2(2ν) cos(4πmv2t/L)

]
×m(pm + p̄m) (13.101)

with EΩ(t) in (13.96), where we used (13.92) and q = e−2πiv2t/L. We plot the
time evolution of the excitation contribution Ep,p̄(t) − EΩ(t) in Fig. 13.3(b).
The energy density still oscillates in time with period L/2v2 and reaches its
minimum at the energy density of the given level

∑
m>0m(pm + p̄m). In

contrast to the Loschmidt echo, the time evolution of the energy density does
not crucially depend on whether or not the initial state mixes right- and left-
moving excitations. As a remark, note that we only considered initial states
that are descendants of the ground state |Ω⟩. Non-zero contributions from the
zero modes appear if one considers initial states that are descendants of other
primary states than the ground state. These are, however, constant shifts of
the energy density corresponding to the conformal dimensions of the primary
states and are sub-leading in the system size.

Lastly, we study the position-independent energy density Eβ(t) = Eρ̂(t) for
an initial thermal state given by ρ̂ = Z−1

1 e−βH1 , where Z1 = Tr
(
e−βH1

)
is

the partition function of the undeformed theory with K = K1. To compute
Eβ(t), it follows from (13.90) and (13.91) (and the discussion between them)
that we need to evaluate

Tr

[
ρ̂ UI(q)ν I†νL0Iν

(
I(q)ν

)†
U†
]

=
1

2

∑
m

(
C

(0)
aa (m)

Tr
[
e−βH1a−mam

]
Tr
[
e−βH1

] + C
(0)
āā (m)

Tr
[
e−βH1 āmā−m

]
Tr
[
e−βH1

] )
(13.102)

together with the corresponding expectation for L̄0. In the second line, we
used that U and U† given by (13.89) cancel due to cyclicity of the trace. The
remaining traces appearing in (13.102) are thermal expectation values of bosonic
occupation numbers and can be calculated using the following manipulation
for the oscillator modes (m ̸= 0):

Tr
[
a−mamzL0+L̄0

]
= zm Tr

[
a−mzL0+L̄0am

]
= zm Tr[ama−mzL0+L̄0 ]

= mzm Tr
[
zL0+L̄0

]
+ zm Tr

[
a−mamzL0+L̄0

]
.

(13.103)
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Setting z = e−2πv1β/L in the above, we obtain

Tr
[
e−βH1a−mam

]
Tr
[
e−βH1

] =
m

e2πmv1β/L − 1
= ⟨a−mam⟩v1β/L (13.104)

for m ̸= 0, which reproduces the expected Bose-Einstein occupation number
⟨a−mam⟩v1β/L. The same result is true for ⟨āmā−m⟩v1β/L. The corresponding
time-dependent expectation of L0 can therefore be expressed as

⟨L0⟩v1β/L(t) = Tr
[
ρ̂ UI(q)ν I†νL0Iν

(
I(q)ν

)†
U†
]
= ⟨L(0)

0 ⟩v1β/L+⟨L
(osc)
0 ⟩v1β/L,

(13.105)

where ⟨L(0)
0 ⟩v1β/L and ⟨L(osc)

0 ⟩v1β/L(t) are the contributions to the expectation
value from the zero- and oscillator-mode parts of L0, respectively. The zero-
mode part is constant in time and sub-leading in the system size L, and thus
not relevant to the post-quench dynamical properties. However, we present it
here for completeness:

⟨L(0)
0 ⟩v1β/L =

1

4Θ(v1β/L)

∑
n,w∈Z

(
n2

2K1
+ 2w2K1

)

× exp

[
−π

v1β

L

(
n2

2K1
+ 2w2K1

)]
= −

L

4πv1

∂ lnΘ(v1β/L)

∂β
,

(13.106)

where Θ is the Siegel theta function [cf. (13.177)]. On the other hand, the
oscillator part depends non-trivially on time:

⟨L(osc)
0 ⟩v1β/L(t) =

1

2

∑
m ̸=0

[
C

(0)
aa (m)⟨a−mam⟩v1β/L+C

(0)
āā (m)⟨āmā−m⟩v1β/L

]
(13.107)

with C
(0)
aa (m) and C

(0)
āā (m) in (13.92) and q = e−2πiv2t/L. From (13.50), we

have ⟨ :a−mam : ⟩v1β/L = ⟨a−mam⟩v1β/L +mθ(−m), where

⟨ :a−mam : ⟩v1β/L =
|m|

e2π|m|v1β/L − 1
, (13.108)

which implies

⟨L(osc)
0 ⟩v1β/L(t) = ⟨L0⟩Ω(t)+

∑
m>0

m
[
cosh2(2ν)− sinh2(2ν) cos(4πmv2t/L)

]
e2πmv1β/L − 1

,

(13.109)

where the first term ⟨L0⟩Ω(t) is given in (13.94). By inserting the above together
with the analogous expressions for ⟨L̄(0)

0 ⟩v1β/L into (13.91), we obtain the final
result:

Eβ(t) = EΩ(t)−
1

L

∂ lnΘ(v1β/L)

∂β

+
4πv1

L2

∑
m>0

m
[
cosh2(2ν)− sinh2(2ν) cos(4πmv2t/L)

]
e2πmv1β/L − 1

(13.110)
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with EΩ(t) in (13.96).
As a consistency check, the equilibrium expectation value can be obtained

from (13.106) and (13.109) by setting t = 0, yielding

⟨L0⟩v1β/L(0) = −
L

4πv1

∂ lnΘ(v1β/L)

∂β
+
∑
m>0

m

e2πmv1β/L − 1
, (13.111)

which is consistent with ⟨L0⟩v1β/L obtained from (13.27) using (13.108).12
The oscillator part can be expressed using a quasimodular form E2(τ) known
as the Eisenstein series of weight 2:

⟨L(osc)
0 ⟩v1β/L(0) =

∑
m>0

m

e2πmv1β/L − 1
=
∑
m>0

mzm

1− zm
= −

E2(τ)

24
+

1

24
,

(13.112)

where z = e2πiτ and τ = iv1β/L. The S-modular transformation

E2(τ) = (−1/τ)2E2(−1/τ)− 6/πiτ (13.113)

can be used to extract the asymptotic behavior of (13.112) for L/v1β ≫ 1:

E2(iv1β/L) ≈ −
L2

v21β
2
+

6L

πv1β
≈ −

L2

v21β
2
, (13.114)

which yields

⟨L(osc)
0 ⟩v1β/L ≈

L2

24v21β
2
. (13.115)

This gives the expected equilibrium energy density in the thermodynamic limit
L→∞. Indeed, by inserting the above into (13.91), it follows that

lim
t→0

lim
L→∞

Eβ(t) =
π

6v1β2
, (13.116)

which is exact in the thermodynamic limit.
The evolution of the energy density from the thermal state can be evaluated

analytically in the thermodynamic limit by replacing the sums over m in
(13.109) by integrals with respect to the dimensionless variable ξ = 2πmv1β/L.
The integrals can then be performed by using the following identities:∫ ∞

0
dξ

ξ

eξ − 1
=
π2

6
,

∫ ∞

0
dξ

ξ cos(wξ)

eξ − 1
=

1

2w2
−

π2

2 sinh2(πw)
. (13.117)

In our case, w = 2v2t/v1β. We conclude that

⟨L(osc)
0 ⟩v1β/L(t)− ⟨L0⟩Ω(t) ≈

L2 cosh2(2ν)

24v21β
2

−
L2 sinh2(2ν)

8v21β
2

×
[(

v1β

2πv2t

)2

− csch2
(
2πv2t

v1β

)]
(13.118)

12 This is also consistent with the relation between the torus one-point function of the
holomorphic stress tensor and the partition function: ⟨L0 − c/24⟩τ = (2πi)−1∂τ logZ(τ, τ̄).
For our case τ = iv1β/L and the partition function is given in (13.177).
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Figure 13.4: Time evolution of the thermal-state energy density limL→∞ Eβ(t) in
(13.119) in the thermodynamic limit following a quench with K1/K2 =
e2ν , ν = 0.4, 0.5, ..., 1.2 (from bottom to top). We observe that the TLL
equilibrates to different energies depending on ν according to (13.120)
with the effective temperature β−1

eff in (13.121).

in the regime L/v1β ≫ ∞ with the same result for ⟨L̄(osc)
0 ⟩v1β/L(t). In the

thermodynamic limit, at which point the results become exact, it finally follows
from (13.91) that the energy density for the quenched thermal state is

lim
L→∞

Eβ(t) =
π cosh2(2ν)

6v1β2
−
π sinh2(2ν)

2v1β2

[(
v1β

2πv2t

)2

− csch2
(
2πv2t

v1β

)]
,

(13.119)

where we used that ⟨L0⟩Ω(t), ⟨L̄0⟩Ω(t), and the zero modes give sub-leading
contributions in the system size L. In particular, the late-time asymptotic
behavior in this regime is13

lim
t→∞

lim
L→∞

Eβ(t) =
π

6v1β2
eff
, (13.120)

where we defined the effective temperature

β−1
eff = β−1 cosh(2ν) = β−1K1/K2 +K2/K1

2
. (13.121)

We thus observe, in the thermodynamic limit, an equilibration of the original
TLL following the quench from an initial temperature β−1 to an emergent
temperature: The time evolution of the energy-density expectation reaches that
of a steady state at an effective temperature β−1

eff given by (13.121), as seen
in Fig. 13.4. We note that a similar large-scale equilibration to an effective
temperature was observed in quenched TLLs in [271] for a different type of
quenching protocol and through different physical observables.

13.5 floquet drive

In this section, we study a two-step driven TLL whose Hamiltonian switches
periodically between H1 and H2 with periods t1 and t2. We recall that the two

13 Note that (13.116) is also recovered from (13.119) using that csch(ξ) = ξ−1 − ξ/6 +O(ξ3)
for small ξ.
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Hamiltonians H1 and H2 are particular combinations of the su(1, 1) generators
K

(n)
0 and K

(n)
± in (13.34) for each individual mode n > 0. It follows that

the Floquet operator U(n)
F , for the nth mode can be expressed as U(n)

F =

e−iH
(n)
F

(t1+t2) using a Floquet Hamiltonian H(n)
F that is also a combination

of the su(1, 1) generators:

H
(n)
F =

i

t1 + t2
C

(n)
F , C

(n)
F = c

(n)
0 K

(n)
0 + c

(n)
− K

(n)
− + c

(n)
+ K

(n)
+ (13.122)

for certain coefficients c(n)0 and c(n)± . Our driven TLL thus corresponds to an
infinite sequence of uncoupled discrete-time quantum parametric oscillators
labeled by n. Consequently, as for harmonic oscillators with continuously and
periodically driven frequency, see, e.g., [272, 273], famously leading to the
Mathieu equation, similar algebraic stability arguments can be employed here.
Namely, for each mode, a characterization into stable or unstable can be
deduced from the different classes of orbits of su(1, 1), see Table 13.1. These are
delineated by the value K(H(n)

F , H
(n)
F ) = −2(t1 + t2)−2

[(
c
(n)
0

)2 − 4c
(n)
+ c

(n)
−
]

of the Cartan-Killing form K(·, ·) in (13.36), or equivalently by the squared
trace σn =

(
Tr[U

(n)
F ]

)2, which are related through

σn = 4 cosh2
(√
K(C(n)

F , C
(n)
F )/8

)
= 4 cos2

(
(t1 + t2)

√
K(H(n)

F , H
(n)
F )/8

)
.

(13.123)

Using the 2× 2-matrix representation of the su(1, 1) generators in (13.37), the
coefficients in (13.122) can be computed, which inserted into (13.123) yields
exactly

σn =

(
(qn1 + q−n1 )(qn2 + q−n2 ) + (qn1 − q

−n
1 )(qn2 − q

−n
2 ) cosh(2ν)

2

)2

, (13.124)

with q1,2 defined as e−2πiτ1,2 . This can be rewritten as

σn = 4ω2
n, ωn = cos(2πnτ1) cos(2πnτ2)−sin(2πnτ1) sin(2πnτ2) cosh(2ν),

(13.125)

which shows the explicit dependence on the dimensionless times (τ1, τ2) =
(v1t1/L, v2t2/L) and the Zamolodchikov distance ν. Note that ωn and σn are
manifestly invariant under change of sign in n.

Dynamical phase diagrams in the parameter space (τ1, τ2) can be straightfor-
wardly drawn using (13.125) for a given mode n and Zamolodchikov distance
ν, computed for a pair of Luttinger parameters (K1,K2) or radii (R1, R2)
through (13.32). Note that the phase diagram for any mode n ∈ Z+ is simply
a rescaling of the phase diagram of that for n = 1, obtained by replacing L
by L/n, with each of its individual unstable regions having the shape of a leaf
that shrinks to a line as ν → 0 and grows to approximate a square as |ν| → ∞,
as illustrated in Fig. 13.5. The total phase diagram is obtained by overlaying
the phase diagrams of each individual mode, with the unstable phase being
the union of the unstable regions, see Fig. 13.6. Any remaining stable phase
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Class K(H(n)
F , H

(n)
F ) σn Stability characterization

Elliptic > 0 < 4 Stable phase
Parabolic = 0 = 4 Phase boundary
Hyperbolic < 0 > 4 Unstable phase

Table 13.1: Classes for a given mode n ∈ Z+ depending on the value K(H
(n)
F , H

(n)
F )

of the Cartan-Killing form or the squared trace σn in (13.123) along
with the corresponding stability characterization.

τ 2 τ 2 τ 2

τ1 τ1 τ1

(a) (b) (c)

Figure 13.5: Dynamical phase diagrams in (τ1, τ2) space for a single mode n = 1
and (a) K1/K2 = 16/15, (b) K1/K2 = 7/5, and (c) K1/K2 = 7/3.

τ 2 τ 2 τ 2

τ1 τ1 τ1

(a) (b) (c)

Figure 13.6: Dynamical phase diagrams in (τ1, τ2) space for K1/K2 = 1.2 for a
finite number of modes. The unstable regions are colored black. (a)
Single mode n = 1. (b) Two modes n = 1, 2. (c) Four modes n = 1, ..., 4.
Note that the lines (k/2, τ2) and (τ1, k/2), k ∈ N remain critical or
stable even when an arbitrary number of modes are included. The
phase diagrams are plotted for (τ1, τ2) ∈ [0, 1]× [0, 1] since they repeat
themselves outside this domain.
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thus depends crucially on ν and the number of modes included. In particular,
imposing a (physical) cutoff on the total number of allowed modes would ensure
that an extended stable phase remains.

Below we investigate the physical consequences of the dynamical phases in
Table 13.1 on certain physical quantities, specifically the Loschmidt echo and
the particle and energy densities. We also identify natural order parameters
and study their critical behavior near the phase boundary when approaching
from the stable or the unstable phase. In a nutshell, we will show that the
evolution of these physical quantities in stroboscopic time M(t1 + t2) enters
through factors of the form (λ±n )M with

λ±n = ωn ± sgn(ωn)
√
ω2
n − 1 = sgn(ωn)

√
σn ±

√
σn − 4

2
, (13.126)

which depends on (τ1, τ2) and ν through σn and ωn in (13.125). The factors
λ±n can be interpreted as eigenvalues of a 2× 2-matrix representation of our
Floquet drive and have distinct behaviors for the following three cases:14

1. If σn < 4, then λ±n = sgn(ωn)e±iϕ for ϕ = arctan
(√

(4− σn)/σn
)
.

2. If σn = 4, then λ±n = sgn(ωn).

3. If σn > 4, then |λ+n | > 1 > |λ−n | > 0.

In other words, λ±n lie on segments of the unit circle in the complex plane
when 0 < σn < 4, starting at ±i sgn(ωn) for σn = 0+ and moving toward
sgn(ωn) as σn grows toward 4, coinciding at sgn(ωn) exactly when σn = 4,
and then moving on the real line in ±sgn(ωn) directions as σn grows beyond 4,
see Fig. 13.7. Given that the stroboscopic time evolution enters as (λ±n )M , this
agrees with our stability discussion for individual modes based on classes of
su(1, 1), see Table 13.1. In particular, if σn > 4, there are parametric instabilities
since |λ+n |M diverges as M increases, while if σn < 4, there are oscillations of
the form e±iMϕ with M .

The above stability analysis is analogous to the well-known discussion of the
quantum parametric oscillator, see, e.g., [273]. Indeed, while our periodic drive
is step-like and not continuous, we can identify the corresponding quantities
to construct phase diagrams of the same form as in [274] obtained from the
Mathieu equation for a continuously driven TLL, see Fig. 13.8. In particular, the
Mathieu characteristic exponent is identified with ϕ = arctan

(√
(4− σn)/σn

)
introduced above, see Fig. 13.8(b), and the amplitude of the drive with the
ratio of Luttinger parameters, see Fig. 13.8(a).

The first quantity we study is the Loschmidt echo for the system initialized in
the ground state or any excited state of H1. We recall that the Floquet operator
in (13.44) can be written as in (13.49). Similarly, it will also be convenient to
express the M -cycle Floquet operator as a concatenation of several q-modified
operators:

UMF =qL0+L̄0
1

M−1∏
j=0

I(q
j
1q

j
2)

ν

(
I(q

j
1q

j+1
2 )

ν

)†
 (qM−1

1 qM2 )L0+L̄0

× e−iM
[
H

(0)
2 −(v2/v1)H

(0)
1

]
t2 (13.127)

14 In the last case, we use that ∂λ±
n /∂σn < 0.
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λ+
n

λ−
n

Reλn

Imλn

Figure 13.7: Eigenvalues λ+
n (red curve) and λ−

n (blue curve) in (13.126) as functions
of σn for the case sgn(ωn) > 0. If σn <(>) 4, the eigenvalues lie on the
unit circle (real line) and the nth-mode contribution is stable (unstable).
The green dot corresponds to σn = 4, i.e., the value where λ±

n coincide.

(a) (b)
τ τ

ϕ

K
1
/K

2

Figure 13.8: (a) Phase diagram for n = 1 when τ1 = τ2 parametrized in terms of τ =
τ1 + τ2 and K1/K2, interpreted as the period and the amplitude of the
drive, respectively. The unstable regions are colored black. (b) Plot of
ϕ = arctan

(√
(4 − σ1)/σ1

)
, interpreted as the Mathieu characteristic

exponent, using σ1 in (13.125) as a function of τ = τ1/2 = τ2/2 along
the red dashed line (K1/K2 = 6) in (a). The blue curves give the
plotted values when ϕ is real, and the shaded areas correspond to the
unstable regions.
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forM = 1, 2, . . ., generalizing (13.49). We recall that the overall phase e−iME0
2t2

will be of no consequence to our computations.
We begin by computing the Loschmidt echo LΩ(M [t1 + t2]) =

∣∣⟨Ω|UMF |Ω⟩∣∣2
for the ground state |Ω⟩ of H1 after M cycles. Using (13.127) and the fact that
L0, L̄0, and H(0)

1,2 annihilate |Ω⟩, we have

LΩ(M [t1 + t2]) =

∣∣∣∣∣∣⟨Ω|
M−1∏
j=0

I(q
j
1q

j
2)

ν

(
I(q

j
1q

j+1
2 )

ν

)†
|Ω⟩

∣∣∣∣∣∣
2

. (13.128)

As in the previous section, our strategy to compute the product of the q-
modified operators I(q)ν is to first decompose them in terms of exponentials of
the su(1, 1) generators in (13.34):

⟨Ω|
M−1∏
j=0

I(q
j
1q

j
2)

ν

(
I(q

j
1q

j+1
2 )

ν

)†
|Ω⟩

=
∏
n>0

⟨Ω| exp
(
ξ
(n)
+ K

(n)
+

)
exp

(
ξ
(n)
0 K

(n)
0

)
exp

(
ξ
(n)
− K

(n)
−
)
|Ω⟩

=
∏
n>0

exp
(
ξ
(n)
0 /2

)
, (13.129)

repeating the same steps as for the quench. Again, one efficient way to find
the coefficients ξ(n)0 and ξ(n)± is to use the 2× 2-matrix representation of the
su(1, 1) generators in (13.37). In this representation, using (13.41) and (13.46)
with

(
I(q)ν

)†
= I(q)−ν as a definition, we find that the jth factor in the product

of q-modified operators has the form

I(q
j
1q

j
2)

ν

(
I(q

j
1q

j+1
2 )

ν

)† ∣∣∣(n)
2×2

=

(
a b

b∗ a∗

)
, (13.130)

with

a = cosh2(ν)− sinh2(ν)q2n2 , b =
1

2
sinh(2ν)

(
1− q−2n

2

)
q−2jn
2 q−2jn

1 ,

(13.131)

for the nth mode. In analogy with (13.57), we have

e
ξ
(n)
+ K

(n)
+ eξ

(n)
0 K

(n)
0 e

ξ
(n)
− K

(n)
−
∣∣∣
2×2

=

 e−ξ
(n)
0 /2 ξ

(n)
− e−ξ

(n)
0 /2

−ξ(n)+ e−ξ
(n)
0 /2 e−ξ

(n)
0 /2 − ξ(n)− ξ

(n)
+ e−ξ

(n)
0 /2

 , (13.132)

meaning that, at a practical level, we only need the (1, 1)-component in the
2 × 2-matrix representation to determine exp

(
ξ
(n)
0 /2

)
and thereby evaluate

(13.129). Let us denote

M−1∏
j=0

I(q
j
1q

j
2)

ν

(
I(q

j
1q

j+1
2 )

ν

)† ∣∣∣(n)
2×2

=

I(n,M)
1,1 I

(n,M)
1,2

I
(n,M)
2,1 I

(n,M)
2,2

 , (13.133)
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which implies, using (13.129) and (13.132),

⟨Ω|
M−1∏
j=0

I(q
j
1q

j
2)

ν

(
I(q

j
1q

j+1
2 )

ν

)†
|Ω⟩ =

∏
n>0

1

I
(n,M)
1,1

. (13.134)

From (13.130) and (13.133), we obtain the following recursion relation:I(n,M)
1,1 I

(n,M)
1,2

I
(n,M)
2,1 I

(n,M)
2,2

 =

I(n,M−1)
1,1 I

(n,M−1)
1,2

I
(n,M−1)
2,1 I

(n,M−1)
2,2

( a b′

b′∗ a∗

)
,

(13.135)

with

b′ =
1

2
sinh(2ν)

(
1− q−2n

2

)
q
−2(M−1)n
2 q

−2(M−1)n
1 . (13.136)

This can be solved for I(n,M)
1,1 , see Appendix c. The result is

I
(n,M)
1,1 = (qn2 q

n
1 )
M

∣∣∣∣∣
(
1− εn

)(
λ−n
)M

+
(
1 + εn

)(
λ+n
)M

2

∣∣∣∣∣
2

(13.137)

with λ±n in (13.126) and

εn = −
2
[
sin(2πnτ1) cos(2πnτ2) + cos(2πnτ1) sin(2πnτ2) cosh(2ν)

]√
4− σ2

n

(13.138)

using σn in (13.125). In conclusion, the Loschmidt echo after M cycles for the
ground state is

LΩ(M [t1 + t2]) =
∏
n>0

L
(n)
Ω (M [t1 + t2]),

L
(n)
Ω (M [t1 + t2]) =

∣∣∣∣∣ 2(
1− εn

)(
λ−n
)M

+
(
1 + εn

)(
λ+n
)M
∣∣∣∣∣
2 (13.139)

with λ±n in (13.126) and εn in (13.138).
We now restrict our analysis to the ground-state Loschmidt echo L(n)

Ω (M [t1+
t2]) for a single mode n. Its behavior as a function of the stroboscopic time
M(t1+t2) depends crucially on the driving parameters (τ1, τ2) and the Zamolod-
chikov distance ν between H1 and H2 due to the different properties of λ±n in
(13.126). Indeed, if σn < 4, we recall that λ±n = sgn(ωn)e±iϕ for ϕ ∈ (0, π/2],
which leads to an overall oscillation with M of the form

L
(n)
Ω (M [t1 + t2]) =

∣∣∣∣ 2

(1− εn)e−iMϕ − (1 + εn)eiMϕ

∣∣∣∣2. (13.140)

On the other hand, if σn > 4, we recall that |λ+n | is larger than one, which
implies that L(n)

Ω (M [t1 + t2]) decays exponentially,

L
(n)
Ω (M [t1 + t2]) ∼ e−λLM(t1+t2) (13.141)
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with the rate

λL =
log |λ+n |
t1 + t2

. (13.142)

These two distinct dynamical behaviors of the single-mode Loschmidt echo can
be observed in Fig. 13.9(a) and compared with the stability characterizations
in Table 13.1.
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Figure 13.9: (a) Stroboscopic time evolution of the single-mode Loschmidt echo
L

(n=1)
Ω (M [t1 + t2]) in (13.139) for the ground state |Ω⟩ of H1 in a

two-step drive with K1/K2 = 4/3 and different driving parameters
τ1 = τ2 = 8/50, 9.8/50, 12/50 (blue, green red). In the stable phase, the
Loschmidt echo displays periodic revivals with a period that depends
on the driving parameters. In the unstable phase, the Loschmidt echo
decays exponentially to zero. (b) Stroboscopic time evolution of the
single-mode Loschmidt echo L(n=1)

p1,p̄1
(M [t1+t2]) in (13.158) for different

initial states of the form a
p1
−1ā

3
−1|Ω⟩ with p1 = 0, 1, 3 (purple, cyan,

orange) in a two-step drive with K1/K2 = 4/3 and driving parameters
(τ1, τ2) = (0.5, 0.51). The periodicity of the Loschmidt echo does not
depend on the initial state, but temporal orthogonality can be observed
for more general initial states.

We stress that the Loschmidt echo LΩ(M [t1 + t2]) is a product over all
possible modes n, such that it would generically decay exponentially in time
when all modes are taken into account. However, as discussed previously, one
usually needs to impose a cutoff on the number of modes in order to connect
with physical applications. Depending on the value of such a cutoff and the
value of the Zamolodchikov distance, ν = log

√
K1/K2, some extended regions

in the parameter space (τ1, τ2) may still be stable, leading to non-trivial phase
diagrams with phase transitions between oscillating and exponentially decaying
Loschmidt echo.

As a final consideration, we study the behavior of the Loschmidt echo for a
single mode when approaching the phase boundary from the stable phase. As
can be observed in Fig. 13.9(a), the period TL of the Loschmidt echo in the
stable phase increases as we approach the boundary and can be interpreted as
a natural order parameter. We can explicitly write the period as

TL =
π(t1 + t2)

arg(λ+n )
. (13.143)
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Figure 13.10: Critical properties of the order parameters in a two-step drive with
K1/K2 = 4/3 when approaching the phase boundary from the stable
or the unstable phase for a single mode n = 1. (a) The period TL/(t1+
t2) as a function of τ = τ1 = τ2 when approaching the phase boundary
at τ∗ ≈ 0.2048 from the stable phase. (b) Red curve: TL/(t1 + t2) as
a function of |τ − τ∗|. Blue curve: Expected scaling as |τ − τ∗|−1/2.
(c) The rate (t1 + t2)λL as a function of τ = τ1 = τ2 in the unstable
phase. (d) Red curve: 1/λL(t1 + t2) as a function of |τ − τ∗| when
approaching the phase boundary at τ∗ ≈ 0.2048 from the unstable
phase. Blue curve: Expected scaling as |τ − τ∗|−1/2.
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As we approach the phase boundary, say by varying τ = τ1 = τ2,15 the period
diverges as a power law

TL ∼ |τ − τ∗|−βT , (13.144)

where τ∗ lies on the phase boundary and βT is the critical exponent at the
transition, as seen in Fig. 13.10(a). By fitting the critical exponent, we infer
that βT = 1/2, see Fig. 13.10(b). Alternatively, the phase boundary can be
approached from the unstable phase, in which case the natural order parameter
is the rate λL, which is understood formally as the inverse of TL by comparing
(13.143) and (13.142). Close to the phase boundary, see Fig. 13.10(c), λL
approaches zero as

λL ∼ |τ − τ∗|βλ , (13.145)

with the critical exponent βλ = 1/2 inferred from Fig. 13.10(d). In conclusion,
the rate λL and the inverse period 1/TL for the Loschmidt echo are natural
order parameters for the stable-to-unstable transition in the respective phases
and have the same critical exponent βT = βλ = 1/2 when approaching the
phase boundary from each side. We note that such a critical scaling for the
period in the stable phase and for the rate in the unstable phase has been
observed in other classes of integrable Floquet systems [124].

We now study the stroboscopic time evolution of the Loschmidt echo for
general excited states of the form in (13.65).

First, we consider the state
(
1/
√
npp!

)
ap−n|Ω⟩, as before writing p = pn to

lighten the notation. The Loschmidt echo after M cycles is

Lp(M [t1 + t2]) =
1

N 2
p

∣∣∣⟨Ω|apnUMF ap−n|Ω⟩
∣∣∣2 , Np = npp!. (13.146)

Analogous to the quench case, the computation reduces to evaluating

C
(M)
p = ⟨Ω|apn

M−1∏
j=0

I(q
j
1q

j
2)

ν

(
I(q

j
1q

j+1
2 )

ν

)†
ap−n|Ω⟩. (13.147)

To this end, we consider the following generalized rotation relations:

I(q
j
1q

j
2)

ν

(
I(q

j
1q

j+1
2 )

ν

)†
a−nI

(q
j
1q

j+1
2 )

ν

(
I(q

j
1q

j
2)

ν

)†
= Ana−n + (q1q2)

−2njBnān,

I(q
j
1q

j
2)

ν

(
I(q

j
1q

j+1
2 )

ν

)†
ānI

(q
j
1q

j+1
2 )

ν

(
I(q

j
1q

j
2)

ν

)†
= Anān + (q1q2)

2njBna−n,

(13.148)

with An = An(q2), An = An(q2), Bn = Bn(q2), and Bn = Bn(q2) given by

An(q2) = cosh2(ν)− sinh2(ν)q−2n
2 , Bn(q2) =

1

2
sinh(2ν)(1− q−2n

2 ).

(13.149)

15 Note that τ here should not be confused with a modular parameter, such as the one in
(13.112).
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Written in matrix form, this amounts to an su(1, 1) rotation:

Tj

(
a−n
ān

)
=

(
An (q1q2)−2njBn

(q1q2)2njBn An

)(
a−n
ān

)
. (13.150)

The rotation in the other direction is given by

T−1
j

(
a−n
ān

)
=

(
An −(q1q2)−2njBn

−(q1q2)2njBn An

)(
a−n
ān

)
. (13.151)

For M cycles, we need to apply these rotations M times. The matrices imple-
menting these rotations can be written

0∏
j=M−1

Tj =

(
An Bn
Bn An

)
,

M−1∏
j=0

T−1
j =

(
An −Bn
−Bn An

)
, (13.152)

which define An = An(M) and Bn = Bn(M) as functions of M .
It follows from the above that

C
(M)
p = npAn⟨Ω|ap−1

n

M−1∏
j=0

I(q
j
1q

j
2)

ν

(
I(q

j
1q

j+1
2 )

ν

)†
ap−1
−n |Ω⟩

+ Bn⟨Ω|apnān
M−1∏
j=0

I(q
j
1q

j
2)

ν

(
I(q

j
1q

j+1
2 )

ν

)†
ap−1
−n |Ω⟩. (13.153)

By moving ān from the left to the right in the second term, we obtain the
recursion relation

C
(M)
p = np

An
1 + |Bn|2

C
(M)
p−1 , C

(M)
0 = ⟨Ω|

M−1∏
j=0

I(q
j
1q

j
2)

ν

(
I(q

j
1q

j+1
2 )

ν

)†
|Ω⟩.

(13.154)

This has the solution

C
(M)
p = npp!

(
An

1 + |Bn|2

)p
⟨Ω|

M−1∏
j=0

I(q
j
1q

j
2)

ν

(
I(q

j
1q

j+1
2 )

ν

)†
|Ω⟩. (13.155)

We conclude that the Loschmidt echo after M cycles for the state(
1/
√
npnpn!

)
apn−n|Ω⟩ (13.156)

is

Lpn (M [t1 + t2]) =

(
|An(M)|

1 + |Bn(M)|2

)2p

LΩ(M [t1 + t2]) (13.157)

with An(M) and Bn(M) given by (13.149)–(13.152). The result in (13.157)
is a generalization of the quench result in (13.75) to our Floquet drive. The
Loschmidt echo after a quantum quench can be obtained as a special case by
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setting q1 = 1, q2 = q = e−2πiv2t/L, and M = 1, for which An(M = 1) = An(t)
and Bn(M = 1) = Bn(t) given by (13.70).

Finally, following the derivation of the previous section for excited states, we
can write down the Loschmidt echo for the most general excited state of the
form in (13.65). The result is

Lp,p̄(M [t1 + t2]) =
1

N 2
p,p̄

∣∣∣∣∣⟨Ω|
∞∏
n=1

apnn āp̄nn UMF

∞∏
n=1

āp̄n−na
pn
−n|Ω⟩

∣∣∣∣∣
2

=

∞∏
n=1

L
(n)
pn,p̄n

(M [t1 + t2]),

L
(n)
pn,p̄n

(M [t1 + t2]) = L
(n)
Ω (M [t1 + t2])

(
|An(M)|

1 + |Bn(M)|2

)2(pn+p̄n)

×
∣∣∣2F1(−pn,−p̄n; 1;−|Bn(M)|2)

∣∣∣2
(13.158)

with An(M) and Bn(M) given by (13.149)–(13.152). As was the case for
(13.157), the result in (13.158) generalizes that in (13.86), which can be seen as
a special case with q1 = 1, q2 = q = e−2πiv2t/L, and M = 1. It thus provides
the most general form of the stroboscopic time evolution of the Loschmidt echo
under a periodic drive starting from any eigenstate of the theory with K = K1.
As shown in Fig. 13.9(b), the periodicity of the Loschmidt echo is independent
of the choice of initial state, and the discussion of the critical exponents of TL
and λL across the transition is thus unchanged. As already discussed in the
quench case, by considering general initial states that mix right- and left-moving
excitations, the stroboscopic Loschmidt echo can display non-analytic behavior.
However, we note that the Loschmidt echo is now evaluated at discrete times
M(t1 + t2), and thus the zeros in the return probability are only approximate,
showing a pseudo-orthogonality at stroboscopic times.

In TLL theory, the total particle density is

ρ(x) = J+(x) + J−(x), (13.159)

which is expressible in terms of an and ān using (13.16) and (13.26). Thus, to
study the Floquet time evolution of the particle density, it suffices to consider
the evolution of the oscillator modes. It should be noted that (13.24) implies
conservation of the particle-number charges J0 =

√
K1a0 and J̄0 =

√
K1ā0,

since they commute with all modes and thus with H1 and H2. However, in
general, at the level of operators, the chiral densities J±(x) evolve non-trivially,
unless evaluated with respect to a spatially homogeneous state, in which case
trivially, since only the zero modes J0 and J̄0 contribute.

To this end, consider the evolution of the operators an and ā−n under one
full cycle of the Floquet drive. (The change of sign in the subscript for the
latter is for convenience, due to the way our drive mixes the modes.) From
(13.42), (13.45), and (13.47), it follows that

U−1
F

(
an

ā−n

)
UF = C(n)

(
an

ā−n

)
(13.160)

with the 2× 2 matrix

C(n) =

(
[qn2 cosh2(ν)− q−n2 sinh2(ν)]qn1 (qn2 − q

−n
2 ) cosh(ν) sinh(ν)qn1

(q−n2 − qn2 ) cosh(ν) sinh(ν)q
−n
1 [q−n2 cosh2(ν)− qn2 sinh2(ν)]q−n1

)
.
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(13.161)

This matrix lies in su(1, 1) and is non-trivial unless n = 0, in which case it is
the identity matrix, consistent with particle-number conservation. It follows
that the result after M cycles is obtained by multiplication by C(n)M ,

U−M
F

(
an

ā−n

)
UMF = C(n)M

(
an

ā−n

)
, (13.162)

meaning that all information can be obtained by studying the properties of
C(n).

One can show that the eigenvalues of C(n) are precisely λ±n = ωn ±
sgnωn

√
ω2
n − 1 in (13.126) in terms of ωn in (13.125). As direct consequences,

det[C(n)] = λ+n λ
−
n = 1, tr[C(n)] = λ+n +λ−n = 2ωn = Tr

[
U

(n)
F

]
(13.163)

for U(n)
F = e−iH

(n)
F

(t1+t2) withH(n)
F in (13.122). More importantly, the effect of

theM -cycle drive in (13.162) enters precisely through factors of the form (λ±n )M .
Thus, following the discussion below (13.126), the stability characterizations
in Table 13.1 are directly observable in the particle density ρ(x). Indeed, the
nth-mode contribution exhibits parametric instability if σn = 4ω2

n > 4, since
this implies exponential growth in discrete time M(t1 + t2) with the same rate
λL = (t1 + t2)−1log |λ+n | as in (13.142). Similarly, if σn < 4, one can deduce
that it features oscillations with the same period TL = π(t1 + t2)/ arg(λ

+
n ) as

in (13.143).
A related quantity of interest are density fluctuations in ρ(x), or phrased

differently, density-density correlations in the form of expectations of ρ(x1)ρ(x2).
Again, it follows from (13.16) and (13.26) that the relevant objects in Fourier
space are the bilinears anam, anā−m, ā−nam, and ā−nā−m. From (13.160)
and elementary linear algebra, the evolution of these under one full cycle is
given by the Kronecker product C(n)⊗ C(m), whose eigenvalues are

λ1n,m = λ+n λ
+
m, λ2n,m = λ+n λ

−
m, λ3n,m = λ−n λ

+
m, λ4n,m = λ−n λ

−
m

(13.164)

with λ±n in (13.126). As before, it follows that

det[C(n)⊗C(m)] = 1, tr[C(n)⊗C(m)] = 4ωnωm = Tr
[
U

(n)
F

]
Tr
[
U

(m)
F

]
.

(13.165)

Crucially, the discussion on stability involving λ±n translates directly to λjn,m for
j = 1, 2, 3, 4. The above results for C(n)⊗C(m) are particularly important when
considering expectations with respect to homogeneous states, since not only
zero modes but also expectations of ana−n and ā−nān (n ̸= 0) then contribute,
meaning that the eigenvalues λ1n,n = (λ+n )

2 and λ4n,n = (λ−n )2 for n ≠ 0 are
always relevant to study. This implies that the stability characterizations in
Table 13.1, including the exponential growth with M for σn > 4 indicating
parametric instability, are always observable in density-density correlations,
which were the objects considered in [274, 275] as probes of instabilities.
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As seen earlier, the energy density can be expressed as

E(x) = v1
[
T+(x) + T−(x)

]
(13.166)

at an operator level. Using (13.16) and (13.27), it follows that the relevant ob-
jects to study in order to understand its Floquet time evolution are :an−mam :
and :ā−n+mā−m : . (Again, the change of signs in the subscripts for the latter
is for convenience.) However, as seen for particle-density fluctuations, under
individual cycles, our drive generates contributions of the form an−mā−m and
ā−n+mam. It is thus necessary to consider all four of these bilinears. By the
same argument as before, it follows from (13.160) that

U−1
F


:an−mam :

an−mā−m
ā−n+mam

:ā−n+mā−m :

UF = A(n,m)


:an−mam :

an−mā−m
ā−n+mam

:ā−n+mā−m :

+ δn,0|m|B(m)

(13.167)

with the 4× 4 matrix

A(n,m) = C(n−m)⊗ C(m) (13.168)

obtained as the Kronecker product of two 2× 2 matrices of the form in (13.161)
and the vector

B(m) =


(q−m2 − qm2 )(qm2 − q

−m
2 ) cosh2(ν) sinh2(ν)

[q−m2 cosh2(ν)− qm2 sinh2(ν)](q−m2 − qm2 ) cosh(ν) sinh(ν)q−2m
1

[qm2 cosh2(ν)− q−m2 sinh2(ν)](qm2 − q
−m
2 ) cosh(ν) sinh(ν)q2m1

(q−m2 − qm2 )(qm2 − q
−m
2 ) cosh2(ν) sinh2(ν)

 .

(13.169)

We note that the presence of B(m) is due to re-ordering of the right-hand side
using (13.50).

As before, the result of our Floquet drive after M cycles can be understood
from the properties of the matrix in (13.168). More precisely,

U−M
F


:an−mam :

an−mā−m
ā−n+mam

:ā−n+mā−m :

UMF = A(n,m)M


:an−mam :

an−mā−m
ā−n+mam

:ā−n+mā−m :


+ δn,0|m|

M−1∑
j=0

[A(0,m)]jB(m). (13.170)
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Note that the second term still contributes even if the above expression is
evaluated with respect to the ground state |Ω⟩ of the theory with K = K1.
Indeed,

⟨Ω|U−M
F LnU

M
F |Ω⟩ = δn,0⟨Ω|U−M

F L0U
M
F |Ω⟩

= δn,0

∞∑
m=−∞

|m|
2

(
1 0 0 0

)M−1∑
j=0

[A(0,m)]jB(m),

⟨Ω|U−M
F L̄nU

M
F |Ω⟩ = δn,0⟨Ω|U−M

F L̄0U
M
F |Ω⟩

= δn,0

∞∑
m=−∞

|m|
2

(
0 0 0 1

)M−1∑
j=0

[A(0,m)]jB(m),

(13.171)

where the vectors
(
1 0 0 0

)
and

(
0 0 0 1

)
were inserted to project

the results to give the energies of right- and left-moving excitations. We recall
the need to renormalize the above expressions, as discussed in the previous
section, unless an ultraviolet cutoff is imposed on the interaction modulation.

From the above, it is clear that we are interested in the eigenvalues λjn−m,m
of A(n,m) in (13.168) as well as those of

∑M−1
j=0 [A(0,m)]j . As before, using

standard properties for Kronecker products, λjn−m,m are given by (13.164)
and thus directly obtained from the eigenvalues of C(n). Setting n = 0, the
eigenvalues of A(0,m)M are

(λ1−m,m)M = (λ+m)2M , (λ2,3−m,m)M = 1, (λ4−m,m)M = (λ−m)2M ,

(13.172)

which also implies that the eigenvalues of
∑M−1
j=0 [A(0,m)]j are16

M−1∑
j=0

(λ1−m,m)j =
1− (λ+m)2M

1− (λ+m)2
,

M−1∑
j=0

(λ2,3−m,m)j =M,

M−1∑
j=0

(λ4−m,m)j =
1− (λ−m)2M

1− (λ−m)2
, (13.173)

in terms of λ±m in (13.126). Again, this results in the same stability character-
izations depending on σm as described in the beginning of this section, see
Table 13.1 and Fig. 13.7: If σm > 4, there are parametric instabilities observable
in the mth-mode contribution to (the L0- and L̄0-parts of) the energy density
in the form of exponential growth with the rate in (13.142), while if σm < 4,
there are oscillations with the period in (13.143).

13.6 rényi divergence and relative entropy

In this section we turn to a Euclidean setup. We consider a measure from
quantum information theory, the so-called Rényi divergence, which quantifies
the difference between thermal states of the undeformed Hamiltonian H1 and

16 Clearly, all four eigenvalues in (13.173) are equal to M if λ±
m = 1.
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the deformed Hamiltonian H2. It is defined as the one-parameter generalization
of the relative entropy, in the same way that Rényi entropy is the one-parameter
generalization of von Neumann entropy. For any two normalized density matrices
ρ̂1 and ρ̂2, the Rényi divergence Dα(ρ̂1||ρ̂2) is defined as [246]

Dα(ρ̂1||ρ̂2) =
1

α− 1
log Tr

[
ρ̂α1 ρ̂

1−α
2

]
. (13.174)

The quantity Dα = Dα(ρ̂1||ρ̂2) possesses several mathematical properties: (i)
it is positive, Dα ≥ 0, (ii) monotonic, Dα1 ≥ Dα2 if α1 > α2, (iii) continuous,
and (iv) (1− α)Dα is concave in α. Furthermore, the limit α→ 1 enables us
to recover the relative entropy or Kullback-Leibler divergence

S(ρ̂1||ρ̂2) = Tr [ρ̂1 log ρ̂1]− Tr [ρ̂1 log ρ̂2] , (13.175)

which defines a measure of the distance between two density matrices that is
of importance in quantum information [247], holography [276, 277], and CFT
[278–280]. The concept of Rényi divergence recently attracted attention in the
context of holography, where it was used to put additional constraints than the
second law of thermodynamics using the monotonicity of Dα [281, 282]. In this
context, the Rényi divergence for two-dimensional CFTs was computed from
Euclidean quenches in a path integral formalism, and its computation amounts
to evaluating new classes of generalized partition functions of deformed theories.

The goal of this section is to derive expressions for the Rényi divergence
and the relative entropy between a thermal state ρ̂1 = e−βH1/Z1(β) with
Z1(β) = Tr

[
e−βH1

]
of the TLL or compactified free boson theory H1 with

Luttinger parameter K1 or radius R1 and a thermal state ρ̂2 = e−βH2/Z2(β)
with Z2(β) = Tr

[
e−βH2

]
of the marginally deformed theory H2 with Luttinger

parameter K2 or radius R2. The Rényi divergence as a measure of the distance
between two TLLs at finite temperature is defined in (13.174). As mentioned
earlier, existing calculations of (13.174) in QFTs have been perturbative, namely,
order-by-order in the deformation parameter µ if S2 = S1+µ

∫
d2xO for actions

S1 and S2, where O is some operator. Here we will demonstrate that the TLL
or compactified free boson CFT offers an example to evaluate the object in
(13.174) non-perturbatively as a function of K1 and K2, i.e., by taking O to be
the marginal operator Φ ∼ JJ̄ in Sec. 13.3 [cf. (13.11), (13.20), and (13.33)].

For simplicity we set v1 = v2 = 1 throughout this section.
For convenience, we introduce α̃ = 1− α. The Rényi divergence in (13.174)

for the thermal density matrices ρ̂1 and ρ̂2 then takes the form

Dα(ρ̂1||ρ̂2) = −
1

α̃
log

(
Z(α̃, β)

Z2(β)α̃Z1(β)1−α̃

)
, (13.176)

where Zj(β) = Tr
[
e−βHj

]
for j = 1, 2 is the partition function of the TLL or

compactified free boson HamiltonianHj and Z(α̃, β) = Tr
[
e−α̃βH2e−(1−α̃)βH1

]
.

The former are given by [see (3.27)] [265]

Zj(β) =
1

|η(iβ/L)|2
∑

m,w∈Z
exp

[
−π

β

L

(
m2

2Kj
+ 2w2Kj

)]
=

Θj(β/L)

η(iβ/L)2
,

(13.177)
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where η(·) denotes the Dedekind eta function17 and Θj(·) is the Siegel theta
function with j indicating the dependence on the Luttinger parameter Kj .
Therefore, the crucial object to evaluate is the generalized partition function
Z(α̃, β) in the numerator of the logarithm in (13.176). In terms of path integrals,
this quantity is a Euclidean quench amplitude, see [281] for more details. The
evolution in the (periodic) imaginary time direction is under H2 for a duration
α̃β and under H1 for the remaining time (1− α̃)β. We can write this quantity
as

Z(α̃, β) = Tr

[
Iν(I(q

α̃)
ν )†q

(
L

(osc)
0 +L̄

(osc)
0 +α̃H

(0)
2 +(1−α̃)H(0)

1

)]
q−1/12 (13.178)

for q = e−2πβ/L, where we have used (13.49) along with the cyclicity of the
trace.18 The above trace can be conveniently factorized into contributions from
the primaries and their descendants, analogous to the usual torus partition
function of the compactified free boson CFT. The quantity above then takes
the form

Z(α̃, β) = Θ̃(β/L)Ξ(β/L)⟨Ω|Iν(I(q
α̃)

ν )†|Ω⟩eπβ/6L. (13.179)

We now spell out the factors of the above expression in turn.
The contribution from the primary states is Θ̃(β/L), where we take into

account zero modes from H1 as well as H2 in (13.31):

Θ̃(β/L) (13.180)

=
∑

m,w∈Z
exp

[
−π

α̃β

L

(
m2

2K2
2

+ 2K2
2w

2

)
− π

(1− α̃)β
L

(
m2

2K2
1

+ 2K2
1w

2

)]
.

(13.181)

Meanwhile, the contribution Ξ(β/L) from the descendant states is given by the
following: We introduce

Ξ(z, z̄) =

TrVm,w

[
Iν(I(q

α̃)
ν )†zL

(osc)
0 z̄L̄

(osc)
0

]
⟨Ω|Iν(I(q

α̃)
ν )†|Ω⟩

=
∑
p,p̄

⟨Ψp,p̄|Iν(I(q
α̃)

ν )†|Ψp,p̄⟩

⟨Ω|Iν(I(q
α̃)

ν )†|Ω⟩
z
∑
npn z̄

∑
np̄n , (13.182)

where the trace is over a single Verma module, Vm,w, of a primary operator
with momentum m and winding number w. The quantity above is the generat-
ing function for normalized and analytically continued return amplitudes for
descendant states; we have qα̃ = e−2πα̃β/L as opposed to q = e−2πit/L. This
can be explicitly computed using (13.67) and (13.82), yielding

Ξ(z, z̄) =

∞∏
n=1

∞∑
pn,p̄n=0

(
An

1 +BnB−n

)pn+p̄n

× 2F1(−pn,−p̄n; 1;−BnB−n)znpn z̄np̄n , (13.183)

17 We recall that η(τ) = eiπτ/12 ∏∞
n=1

(
1 − e2πniτ )

for complex τ satisfying Im(τ) > 0.
18 The E0

2 contribution is omitted since the computations conspire to cancel it for Dα(ρ̂1||ρ̂2).
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where

An = cosh2(ν)− sinh2(ν)e4πα̃βn/L, Bn =
1

2
sinh(2ν)

(
1− e4πα̃βn/L

)
.

(13.184)

Using the definition of the hypergeometric function 2F1(a, b; c; z) as well as
properties of the binomial coefficients, the generating function in (13.183)
simplifies to the infinite product

Ξ(z, z̄) =

∞∏
n=1

∞∑
pn,p̄n=0

∞∑
j=0

(pn
j

)
ζpnn

(p̄n
j

)
ζ̄p̄nn βjn

=
∞∏
n=1

1

(1− ζn)(1− ζ̄n)− βnζnζ̄n
, (13.185)

where ζn = znAn/(1 − βn) and βn = −BnB−n. The standard undeformed
generating function for the descendant states is thus recovered by setting ν = 0,
leading to

∏∞
n=1

1
(1−zn)(1−z̄n)

. On the other hand, the analytically continued

generating function Ξ(β/L) for z = z̄ = e−2πβ/L in (13.185), which takes into
account the contribution from the deformed descendant states, takes the form

Ξ(β/L) =

∞∏
n=1

1

(1− ζn)(1− ζ̄n)− βnζnζ̄n
, (13.186)

where

ζn = ζ̄n =
An

1− βn
e−2πβn/L, βn = sinh2(2ν) sinh2(2πα̃βn/L) (13.187)

with An in (13.184). Finally, we recall that the analytically continued ground-
state return amplitude appearing in (13.179) is

⟨Ω|Iν(I(q
α̃)

ν )†|Ω⟩ =
∞∏
n=1

1

cosh2(ν)− sinh2(ν)e−4πα̃βn/L
. (13.188)

Putting everything together in (13.179), one can readily verify that (13.176)
implies that the trivial limit of two identical TLLs (ν → 0) consistently yields
limν→0Dα(ρ̂1||ρ̂2) = 0.

As a first step toward the evaluation of the Rényi divergence between two
different TLLs, let us find the contribution from the zero modes to (13.176).
To this end, we compute

Θ̃(β/L)

Θ2(β/L)α̃Θ1(β/L)1−α̃

=
ϑ3
(
iπ β

2L

[
α̃
K2

+ 1−α̃
K1

])
ϑ3
(
iπ 2β

L
[α̃K2 + (1− α̃)K1]

)
[
ϑ3
(
iπ β

2L
1
K2

)
ϑ3
(
iπ 2β

L
K2

)]α̃ [
ϑ3
(
iπ β

2L
1
K1

)
ϑ3
(
iπ 2β

L
K1

)]1−α̃ ,
(13.189)
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where we used the Jacobi theta function ϑ3(·).19 This allows us to use its
modular properties to derive the high-temperature limit of the zero-mode
contribution to the Rényi divergence: Using the S-modular transformation

ϑ3(τ) = (−iτ)−1/2ϑ3(−1/τ), (13.190)

we find that in the high-temperature regime β/L≪ 1, (13.189) simplifies to

Θ̃(β/L)

Θ2(β/L)α̃Θ1(β/L)1−α̃
≈
(
cosh2(ν)− (1− 2α̃)2 sinh2(ν)

)−1/2
,

(13.191)

which yields

D
(0)
α (ρ̂1||ρ̂2) = −

1

α̃
log

(
Θ̃(β/L)

Θ2(β/L)α̃Θ1(β/L)1−α̃

)

≈
log
(
cosh2(ν)− (1− 2α̃)2 sinh2(ν)

)
2α̃

. (13.192)

In particular, taking the limit α→ 1, i.e., α̃→ 0, gives the zero-mode contribu-
tion

S(0)(ρ̂1||ρ̂2) ≈ 2 sinh2(ν) (13.193)

to the relative entropy. Since this contribution does not scale with temperature,
it will be sub-leading and can thus be ignored in the high-temperature regime.

We now consider the contribution from the oscillator modes. Their contribu-
tion to Z(α̃, β)e−πβ/6L is

Ξ(β/L)⟨Ω|Iν(I(q
α̃)

ν )†|Ω⟩

=

∞∏
n=1

1

[(1− ζn)2 − βnζ2n]
[
cosh2(ν)− sinh2(ν)e−4πα̃βn/L

] . (13.194)

For α = 1, i.e., α̃ = 0, this yields

Ξ(β/L)⟨Ω|Iν(I(q)ν )†|Ω⟩eπβ/6L =
1

η(iβ/L)2
, (13.195)

where q = e−2πβ/L, in which case this cancels with the contribution from the
oscillator modes to Z2(β)α̃Z1(β)1−α̃ in (13.176) for the Rényi divergence, cf.
(13.177) and (13.179). It follows that

D
(osc)
α (ρ̂1||ρ̂2)

= −
1

α̃

[
log

(
Z(α̃, β)

Z2(β)α̃Z1(β)1−α̃

)
− log

(
Θ̃(β/L)

Θ2(β/L)α̃Θ1(β/L)1−α̃

)]

= −
1

α̃
log
(
η(iβ/L)2Ξ(β/L)⟨Ω|Iν(I(q

α̃)
ν )†|Ω⟩eπβ/6L

)
=

1

α̃

∞∑
n=1

log

([
(1− ζn)2 − βnζ2n

] [
cosh2(ν)− sinh2(ν)e−4πα̃βn/L

][
1− e−2πβn/L

]2
)

(13.196)

19 We recall that ϑ3(τ) =
∑

n∈Z e
πiτn2

for complex τ satisfying Im(τ) > 0.
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with ζn and βn in (13.187), where we recall that α̃ = 1−α. Similar to previous
results in this chapter, since individual terms in the sum in (13.196) tends to
log cosh2(ν) for large n, the sum must be renormalized unless an ultraviolet
cutoff is imposed. In Fig. 13.11(a), we plot the result for the oscillator part of
the Rényi divergence for a fixed cutoff on the number of modes. Its properties
of positivity, monotonicity, and continuity are clearly visible in the figure.
Furthermore, the concavity of (1− α)D(osc)

α (ρ̂1||ρ̂2) is shown in Fig. 13.11(b).
We stress that the formula in (13.196) for the Rényi divergence was obtained
non-perturbatively.
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Figure 13.11: Plots of (a) the oscillator part of the Rényi divergence Dα =

D(osc)
α (ρ̂1||ρ̂2) in (13.196) and (b) the corresponding (1 − α)Dα as

functions of α ∈ (0, 1). The positivity, monotonicity, and continuity
of Dα and the concavity of (1 − α)Dα are clearly visible. The param-
eters used in both (a) and (b) are β/L = 0.01 and K1/K2 = e2ν for
ν = 0.1, 0.2, ..., 1 (bottom to top), and the results are plotted for a
cutoff on the number of modes at n = 100.

As a last step, we take the limit α → 1 for D(osc)
α (ρ̂1||ρ̂2) in (13.196) to

compute the oscillator part of the relative entropy between two TLLs. Formally
taking the limit inside the sum and recalling that α̃ = 1− α, one obtains

S(osc)(ρ̂1||ρ̂2) =
∞∑
n=1

4πβn

L
sinh(ν2) coth(πβn/L). (13.197)

This sum can be regularized by writing it as

S(osc)(ρ̂1||ρ̂2) =
∞∑
n=1

4πβn

L
sinh2(ν)

[
coth(πβn/L)−1

]
+

4πβ

L
sinh2(ν)ζ(−1),

(13.198)

where ζ(−1) = −1/12 through analytic continuation. In the high-temperature
regime β/L≪ 1, the sum in (13.198) can be approximated by an integral with
respect to the dimensionless variable ξ = πβn/L and computed analytically,
yielding

S(osc)(ρ̂1||ρ̂2) ≈
4L

πβ
sinh2(ν)

∫ ∞

0
dξ ξ

[
coth(ξ)− 1

]
−
πβ

3L
sinh2(ν)

=
πL

3β

(
1−

β2

L2

)
sinh2(ν). (13.199)
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Recalling that the zero-mode contribution in (13.193) is sub-leading in L, we
conclude that the relative entropy between two TLLs with Luttinger parameters
K1 and K2 is

S(ρ̂1||ρ̂2) ≈
πL

3β
sinh2(ν) (13.200)

for large system sizes L≫ 1.
As a consistency check of our results for the Rényi divergence and the formula

in (13.200) for the relative entropy as its α→ 1 limit, we now provide a direct
calculation of the latter. We start with the definition in (13.175). Since ρ̂1 and
ρ̂2 are normalized thermal density matrices, we can rewrite the relative entropy
as

S(ρ̂1||ρ̂2) = β
(
Tr [ρ̂1H2]− Tr [ρ̂1H1]

)
− log

(
Z2(β)

Z1(β)

)
. (13.201)

As before, we are interested in results for large system sizes. The last term van-
ishes due to the universality of high-temperature partition functions for CFTs:
Z(β) ≈ exp(πcL/6β) for β/L≪ 1. The trace Tr [ρ̂1H1] appearing in (13.201)
is simply the total energy of the undeformed theory at high temperatures. From
(13.116), this is

Tr[ρ̂1H1] = LEβ ≈
πL

6β2
. (13.202)

We are then left to calculate the trace Tr[ρ̂1H2] at high temperatures. In
order to proceed, we use the expression of the deformed Hamiltonian in (13.33)
(omitting any constant terms subleading in L) together with (13.26) to obtain

Tr[ρ̂1H2] = cosh(2ν)Tr[ρ̂1H1] +
2π sinh(2ν)

L
Tr

[
ρ̂1

∞∑
n=−∞

anān

]

≈
πL

6β2
cosh(2ν) +

2π sinh(2ν)

L
Tr [ρ̂1a0ā0] . (13.203)

In the second step we used (13.202) and the fact that the contribution from
the trace in the second term only comes from the zero modes. The last term
vanishes in the thermodynamic limit. We encountered the following trace in
(13.203) while calculating the relative entropy:

Tr

[
e−βH

∞∑
n=−∞

anān

]
= Tr

[
e−βHa0ā0

]
. (13.204)

The above object can be evaluated in general by taking derivatives with respect
to the chemical potentials of the flavoured partition function

Z(τ, τ̄ , χ, χ̄) = Tr
[
qL0−c/24q̄L̄0−c/24e2πiχa0e−2πiχ̄ā0

]
,

(13.205)
1

4π2
∂χ∂χ̄Z(τ, τ̄ , χ, χ̄)

∣∣
χ,χ̄=0

= Tr
[
qL0−c/24q̄L̄0−c/24a0ā0

]
, (13.206)

where q = e2πiτ and χ and χ̄ are chemical potentials conjugate to the right and
left U(1) currents, respectively. As we are interested in the high-temperature
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regime, we need the S-modular transformation of the partition function above.
It is well known that the object transforms in a manner similar to a weak
Jacobi form [283, Appendix A]:

Z(τ, τ̄ , χ, χ̄) = exp

(
−
iπχ2

τ
+

iπχ̄2

τ̄

)
Z

(
−

1

τ
,−

1

τ̄
,
χ

τ
,
χ̄

τ̄

)
, (13.207)

where τ = iβ/L in our case. The dominant contribution at low temperatures
arises from the vacuum. S-modular transforming this result using the above,
we get the universal high-temperature behavior

Z(β/L, χ, χ̄) ≈ exp

(
−
iπL(χ2 + χ̄2)

β
+
πL

6β

)
(13.208)

for β/L≪ 1. Corrections beyond this are exponentially suppressed. Now taking
derivatives and setting the chemical potentials to zero, as prescribed by the
second equation in (13.205), we get Tr

[
e−βHa0ā0

]
= 0 in the thermodynamic

limit. We thus conclude that the relative entropy takes the form

S(ρ̂1||ρ̂2) ≈
πL

3β
sinh2(ν) =

πL

3β

(K1 −K2)2

4K1K2
(13.209)

for L≫ 1, reproducing the result in (13.200). It obeys the general property of
being non-negative and, as expected, gives zero when the Luttinger parameters
(compactification radii) are equal. We stress that (13.209) yields a remarkably
simple dependence on the Zamolodchikov distance ν and that it is an example
of a relation between two different distance measures, namely a quantum
information-theoretic distance and a geodesic distance in the space of theories.
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14OUTLOOK

In this thesis we explored different aspects of inhomogeneous and disordered
quantum systems, ranging from the topology of disordered Anderson insulators
to the dynamics and geometry of periodically driven quantum critical systems
in one dimension. In this concluding chapter, we provide a comprehensive
overview of the three main parts of the thesis and outline several promising
directions for future work.

14.1 conclusions on part i i

First, we explored “beyond tenfold-way” topological phases that belong to the
category of delicate multi-gap phases. These phases can be band insulators with
(N−1) band gaps, where the number of bands between two successive band gaps
is fixed. We obtained a Z classification for three-dimensional band insulators
without any symmetry constraints. Unlike the tenfold-way topological insulators,
the N -band Hopf insulator does not host topologically protected gapless modes.
Since both the bulk and the boundary are fully gapped, there is no unique
way to separate a finite system into bulk and boundary subsystems [102, 105].
Despite this non-uniqueness, we formulated the bulk-boundary correspondence
stating that a finite sample of the N -band Hopf insulator consists of the bulk,
with total magnetoelectric polarizability of all the bulk bands quantized to
an integer value, wrapped in a sheet of Chern insulator with the total Chern
number of all the boundary bands equal to minus the same integer value (see
Fig. 5.2). The obtained classification and bulk-boundary correspondence is
the same as that of the Hopf insulator (the case N = 2), providing a natural
generalization to an arbitrary number of bands.

Second, while the topology of strong TIs poses an obstruction to localization
by disorder of all their occupied bulk states, we have found that fully-localized
insulators can be topologically non-trivial, too. In particular, we constructed a
model for a TLI, a three-dimensional phase with broken time-reversal symmetry,
where topology poses an obstruction to localization of its fully-localized bulk
states all the way down to the atomic limit. We found that the three-dimensional
Anderson insulator, with broken time-reversal symmetry, does not represent
a single phase of matter, but rather contains infinitely many phases that are
labeled by integers. Here, the Anderson model of localization, in the absence of
mobility edge, corresponds to topologically trivial insulator and is labelled by
NTLI = 0, whereas topologically non-trivial localized insulators are guaranteed
to host states delocalized along the crystal’s insulating boundary that give
rise to the quantized Hall conductance σ∂xy = NTLIe

2/h in Corbino geometry.
Crucially, these delocalized boundary states remain topologically protected in
the presence of an arbitrarily strong boundary disorder.

There are several extensions of the works presented in Part ii that would be
interesting to pursue:

criticality of the tli phase. The topological transition between two
inequivalent TLIs is characterized by the appearance of a mobility edge in the
bulk, i.e., delocalized states form in the bulk. It is however an open question on
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whether such a delocalized regime holds for an extended range of parameters,
forming a metallic phase, or whether it is only a phase boundary between two
topologically inequivalent fully localized regimes. Writing a non-linear sigma
model for the TLI phase would potentially shed light on the nature of the
TLI transition as well as providing the associated critical exponent for the
divergence of localization length. In particular, the apparent similarity between
the (2+1)D AFAI phase (see [284] for its NLSM formulation) and the (3+0)D
TLI phase may become manifest by identifying such a field theory.

classification of tli phases. The examples of TLIs that we provided,
from different constructions, all appeared in three dimensions and in class
A, for which there is no non-trivial strong TI. One may thus wonder what
is the full classification of TLIs, when considering time-reversal, particle-hole
and chiral symmetries. In particular, a similar stacking construction than the
one presented in Chapter 6 may be applicable to class AII in order to obtain
a three-dimensional TLI with time-reversal symmetry. However, proving the
bulk-boundary correspondence in this case may be challenging as it is not
clear à priori what would be the correct Z2 invariant in place of the third
winding number. Furthermore, it may be relevant to design TLI phases in lower
dimensions and in the presence of time-reversal symmetry, in order to open a
pathway for an experimental realization in, e.g., metamaterial platforms.

extension to interacting systems. The TLI phase is protected by
Anderson localization, which prevents localization of its bulk and appearance of
a mobility edge in the bulk spectrum for large enough values of the disorder in
any dimension. Although Anderson localization only holds for non-interacting
models, many-body localization (MBL) leads to localization of bulk states
in one and two dimensions in the presence of interaction. It would thus be
tempting to define a TLI phase protected by MBL. However, the existence of
MBL is still debated in d > 1, being either a stable phase [285, 286] or only a
prethermal phase eventually leading to delocalization after exponentially long
times. Therefore, it would be decisive to determine whether an interacting TLI
phase may be stabilized by MBL over any experimentally relevant timescales
needed to measure its quantized response, i.e., to verify that delocalization of
the bulk states takes place sufficiently slowly to observe a quantized charge
pumping. It is worth noting that the anomalous Floquet insulating phase, which
shares similarities with the TLI phase in the non-interacting setting, can be
stabilized by disorder in d = 2 thanks to MBL [287].

14.2 conclusions on part i i i

In the Part iii of the thesis, we studied the universal properties of driven
inhomogeneous critical systems, through exactly solvable models in (1 + 1)D
CFTs. One of our main conclusions is that such driven integrable models
display spatially non-trivial heating phases, as opposed to driven generic many-
body systems which simply heat up to an infinite temperature state. The
main signature of such an “integrable heating phase” is the emergence of
Floquet horizons, stroboscopic analogues to black hole horizons that attract all
quasiparticles, and share growing quantum entanglement.

The general mathematical picture hiding behind the emergence of such
horizons in the heating phase relies on an equivalence between inhomogeneous
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Floquet CFTs and dynamical systems on the circle. In this language, the
horizons correspond to unstable fixed points of the circle map that encodes the
one-cycle dynamics of primary fields under the action of the Floquet drive. This
abstract viewpoint applies to arbitrary smooth deformations of the Hamiltonian
density, and provides a way to show that the critical exponent between the
heating and non-heating phases is always 1

2
.

The phase diagram obtained in the case of periodic drives reduces to a
heating diagram in the quasiperiodic driving case, where only a fractal set of
measure zero evades heating for infinitely long times. Exceptional points in the
phase diagram lead to direct access to the non-heating dynamics under the
quasiperiodic drive, for which the system returns to its initial state even after
exponentially long times.

The aforementioned features of the driving dynamics turn-out to be indepen-
dent on the initial state of the Floquet problem, may it be pure or thermal.
Furthermore, these features appear in the short-time regime of driven free
fermion lattice models, and can still be detected in the presence of small bound-
ary dissipation or dephasing. In particular, the emergent Floquet horizons act
as a heating blockade in the case of boundary dissipation, leaving the middle
part of the system immune to interaction with the external bath.

In the non-integrable limit of large central charge, the Floquet horizons
lead to strongly inhomogeneous scrambling of quantum information, and their
Hawking temperature set a time-scale of the Lyapunov exponent of the OTOC.
The emergence of quantum chaos thus becomes position dependent.

There are several extensions of the works presented in Part iii that would be
interesting to pursue:

non-hermitian drives. We have studied the dynamics of driven inho-
mogeneous CFTs with arbitrary real smooth spatial deformations. Nevertheless,
one could in principle relax the reality condition on the deformation profile and
consider complex deformations of the energy density, leading to a non-vanishing
imaginary part in the Hamiltonian. The simplest example of a non-Hermitian
spatial deformation is H = 2π

L
(L0+L1), which forms a closed algebra {L0, L1}.

For general complex deformations, one could expect rich behaviours of en-
tanglement and energy under the periodic drive, such as fractal scaling of
entanglement entropy [128], as the one-cycle Floquet dynamical map may be
a chaotic map, such as the logistic map. While such general non-Hermitian
deformations may not be analytically tractable in general, one could consider
non-Hermitian (or pseudo-Hermitian) sl(2) spatial deformations. In the case of
Hermitian sl(2) deformations, the one-cycle evolution of primary fields under
the periodic drive is encoded in Möbius transformations, which can be ellip-
tic, parabolic or hyperbolic depending on driving parameters [see Chapter 7].
However, general Möbius transformations with complex valued parameters also
admit the loxodromic class. This class of Möbius transformations, that cannot
be triggered with only Hermitian spatial deformations of the CFT, would lead
to both oscillations and growth of energy and entanglement. Furthermore, it
would be interesting to understand how such non-Hermitian sl(2) deformations
would affect the structure of the phase diagram. One might expect fully heating
(hyperbolic) and fully non-heating (elliptic) phases to be continuously related
through loxodromic transformations, instead of going through a phase transi-
tion (parabolic point). Moreover, non-Hermitian sl(2) deformations could be
adapted to the Fibonacci quasiperiodic driving sequence introduced in Chapter
8. In the Hermitian case, such drives almost always lead to heating, with
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non-heating lines of measure zero in parameter space. On the other hand, in the
non-Hermitian case we anticipate that the non-heating phase can be stabilized,
as the Fibonacci trace map invariant (8.23) may take negative values. This
would provide a field-theoretic example of a non-Hermitian quasiperiodically
driven system that evades heating for arbitrarily long times.

relation to moving mirrors. From a classical viewpoint, the main
physical features of inhomogeneous CFTs are captured by quasiparticle motion
in a curved spacetime with a spatially dependent local velocity. Alternatively,
we may think of such gapless quasiparticles as light rays propagating in a
medium with non-trivial refractive index that depends both on space and
time, or equivalently light rays propagating in one-dimensional cavity with
a moving mirror [169]. The quantum version of the moving mirror has been
extensively studied for gapless field theories [288] and led to similar features
as Floquet CFTs, such as heating phases with energy density increasing expo-
nentially at a single point, and decreasing exponentially everywhere else, and
dynamical Casimir effect with supercooled vacuum far away from the emergent
horizons. Moving mirrors are also prototypical theoretical toy models to model
Hawking radiation and the page curve of entanglement entropy, and have a
known holographic dual in the large central charge limit [289]. From these
different perspectives we anticipate the existence of a precise relation between
inhomogeneous driven CFTs and moving mirrors, which may shed further light
on their holographic dual at large central charge.

moving away from criticality. The spatial deformations of the CFT
only involve (higher modes of) the stress tensor. It would be interesting to
further study the effects of other types of operators in the time evolution of the
system. In general, such operators would spoil the conformal symmetry of the
problem and thus the system would thermalize. Studying the effect of irrelevant
operators in the Floquet time evolution may also be fruitful to understand
better the deviation between lattice and CFT calculations in the heating phase,
as one needs to include such operators to account for the UV completion at
higher energy scales.

higher dimensions. Throughout Part iii, we have been focusing our
attention on (1 + 1)D CFTs, capitalizing on the infinite dimensional Virasoro
algebra to define general deformations of the Hamiltonian density and compute
time evolution of primary fields under such deformed Hamiltonians [see Chapter
9]. While this strategy is not directly applicable to higher dimensions, as
the Virasoro algebra only emerges in two dimensions, we note that higher
dimensional CFTs still admit the global conformal group as symmetry group,
whose algebra is spanned by {L0, L1, L−1}. Thus, it may still be possible to
encode the time evolution of primary fields for the restricted class of sl(2)
deformations, and compute one and two-point functions of primary fields in
arbitrary dimensions. The existence of the different heating and non-heating
phases of the Floquet problem was related to the different topologies of the
non-compact SL(2,C) group. In (d+ 1)D, the conformal group is SO(d+ 2, 1),
which is a non-compact group for any d, thus suggesting the existence of
heating and non-heating phases even in higher dimensions. Such phases could
be diagnozed from the analysis of, e.g., total energy evolution, for which a
higher dimension generalization is clear. This may provide a first pathway
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to study exactly solvable inhomogeneous Floquet dynamics in two and three
spatial dimensions.

14.3 conclusions on part iv

In the Part iv of the thesis, we have studied the non-equilibrium dynamics of
TLLs under interaction modulations modeled by quenching or periodically driv-
ing the Luttinger parameter. These modulations are marginal (JJ̄) deformations
in the low-energy description of TLLs as compactified free bosons, which is the
simplest CFT that belongs to a continuous family of CFTs. Two protocols were
considered, a quantum quench and a two-step Floquet drive, switching between
Hamiltonians H1 and H2 with different Luttinger parameters K1 and K2, or
equivalently different compactification radii. Using Bogoliubov transformations
and an underlying su(1, 1)-algebraic structure, we derived a number of exact
analytical results that depend crucially on the ratio of the Luttinger parameters,
which corresponds to the Zamolodchikov distance ν = log

√
K1/K2 between

the theories H1 and H2 in the space CFTs.
For the quench, we computed the Loschmidt echo and the time evolution

of the energy density for the system initialized in any arbitrary eigenstate
of H1. We showed that the Loschmidt echo exhibits periodic revivals for all
initial states, while if the initial state mixes right- and left-moving excitations,
it also has Lee-Yang-Fisher zeros, which are defining features of dynamical
quantum phase transitions. For the evolution of the energy-density expectation,
we observed periodic discontinuities at times corresponding to the revivals in
the Loschmidt echo. Moreover, starting from thermal states, its asymptotic
(late-time) expression in the thermodynamic limit was shown to agree with that
of the energy density evaluated in a thermal state at an effective temperature
βeff that depends on ν.

For the two-step drive, we used a factorization of the Floquet operator
into uncoupled discrete-time quantum parametric oscillators to obtain explicit
criteria for stability or instability based on the value of the su(1, 1) Cartan-
Killing form for the Floquet Hamiltonian for each individual mode. We showed
that this is observable in physical quantities such as the stroboscopic time
evolution of the Loschmidt echo for arbitrary eigenstates of H1 and the particle
and energy densities. In the stable phase, these quantities oscillate in time with
a period that diverges as one approaches the phase boundary. On the other
hand, in the unstable phase, the Loschmidt echo decays and the densities grow
exponentially with a rate that vanishes as one approaches the phase boundary.
This period and rate were identified as natural order parameters and shown to
have critical exponents of 1/2.

Lastly, we used our formalism to non-perturbatively compute the Rényi
divergence between thermal states corresponding to the two Hamiltonians H1

and H2, while earlier QFT computations of the Rényi divergence have been
perturbative. Taking a certain limit of our result, we obtained the relative en-
tropy, which defines a quantum information-theoretic distance between density
matrices, and which in our case has a remarkably simple dependence on ν
in the thermodynamic limit. This relation between the relative entropy and
the Zamolodchikov distance provides a concrete correspondence between two
distance measures: It directly translates the geodesic distance in the moduli
space to a quantum information-theoretic distance between thermal density
matrices of the corresponding CFTs.
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There are several extensions of the work presented in Part iv that would be
interesting to pursue:

quasi-periodic and random drives. One direct extension is to con-
sider drives that fully break time-translation invariance, either deterministically
or randomly, in the form of quasi-periodic or random drives. The methods
we used to compute, e.g., the Loschmidt echo for a periodic drive are readily
generalizable to these new drive protocols. One way is to use the generalized
su(1, 1) rotation relations and properties of products of random su(1, 1) matrices
and trace-map formulas for, e.g., Fibonacci quasi-periodic drive sequences, cf.
[24, 132].

trapped ultra-cold atoms. To relate to experiments, it would be
interesting to generalize the constant Luttinger parameters K1,2 in this chapter
to functions K1,2(x) of position x. This arises naturally in cold-atom exper-
iments as a consequence of the trapping potential. The dynamics in such a
static environment was recently studied in [259], but the full quench problem or
its driven counterpart have yet to be considered. To paint a complete picture,
this would optimally also include a quantitative discussion of relevant length
scales and effects of physical cutoffs on the number of modes. Another way to
connect with experiments is to consider spatially inhomogeneous initial states,
e.g., localized excitations on top of the ground state, which is realizable in
cold-atom experiments. We expect that the way these excitations propagate
under the periodic drive would lead to intricate spatial patterns of energy and
particle density in both the stable and unstable phase.

driven dissipative tlls. The solvability of the marginally driven TLL
was greatly facilitated by identifying a closed su(1, 1) algebraic structure in
the time-dependent Hamiltonian. A similar algebraic structure was identified
and used to solve a dissipative harmonic oscillator in [290, 291]. It would be
interesting to explore driven dissipative TLLs using methods developed in these
works.

multi-component tlls and strings with higher-dimensional
target spaces. It is natural to consider quenches and periodic drives
by marginal deformations in D-component TLLs, which have U(1)D current
algebras generated by JIn and J̄In (n ∈ Z, I = 1, . . . , D). These deformations
generate the Narain moduli space of the toroidally compactified D-component
free boson CFT or D-dimensional bosonic string. The action is [cf. (13.11)]

S =
1

4πα′

∫
d2x

(
GIJδ

αβ + iBIJ ϵ
αβ
)
∂αX

I∂βX
J , (14.1)

where the space of marginal deformations is parametrized by the symmetric
target-space metric GIJ and the anti-symmetric Kalb–Ramond field BIJ .
Applications include the low-energy description of a system of multiple copies
of XXZ spin chains with the Hamiltonian

H = −J
D∑

I,I′=1

N∑
j=1

(
δI,I′S

x,I
j Sx,I

′
j+1 + δI,I′S

y,I
j Sy,I

′
j+1 −∆I,I′S

z,I
j Sz,I

′
j+1

)
, (14.2)
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where ∆I,I′ is the anisotropy matrix, which is modulated in time. It would
be interesting to study how the non-equilibrium dynamics depends on the
Zamolodchikov distance in this case.

compactified orbifold boson cft. The moduli space of c = 1 CFTs
contains two lines (that meet at a point) [266]. The first corresponds to the
compactified free boson CFT and is parametrized by the compactification radius.
Here we have studied the physical consequences of dynamically exploring this
line. The second corresponds to the Z2 orbifold CFT and is parametrized by
the radius of the orbifolded circle. Much of the formalism developed in this
chapter can be adapted to marginal quenches or drives of this second line. Such
protocols could be realized in the Ashkin-Teller quantum spin chain.

wess-zumino-witten (wzw) models. A large class of CFTs that
admit JJ̄ deformations is provided by G-WZW models, which have dim(g)
holomorphic and anti-holomorphic currents, where g is the Lie algebra associated
with the compact and simply connected Lie group G. A subset of the current-
current deformations formed from these are exactly marginal and generate
a moduli space of CFTs. More precisely, a JJ̄-type deformation is exactly
marginal if (and only if) both the holomorphic and anti-holomorphic currents
belong to a commutative current algebra [264, 292]. How our results generalize
to the dynamics of WZW models under time-dependent exactly marginal
deformations is an open question.

T T deformations. The recently introduced TT deformation of CFTs
and integrable QFTs [293, 294] provides another arena to explore the dynamics
of quenches and drives. This is an irrelevant deformation where the spectrum
of the deformed theory is exactly solvable in terms of the undeformed spectrum
and degeneracies remain unchanged. A practical starting point to study such
dynamics would be to consider a TT quench of the free fermion CFT. As the
deformation brings about changes in signal propagation velocities, it would be
tantalizing to see how individual quantities, such as return probabilities and
correlation functions, evolve following the quench. Some work in this direction
was carried out in [75].

holography. It would be interesting to consider how the dynamics of
marginal quenches and drives translate into bulk or gravitational terms through
the AdS/CFT correspondence. In the prototypical example of AdS3/CFT2

described by the D1-D5 system, the holographic CFT contains exactly marginal
operators [295] 1. The marginal deformations in this case allow an interpolation
between stringy and (classical) gravity regimes in AdS3. Since we have structures
reminiscent of boundary states and conformal interfaces, it is natural to expect
that these will have counterparts in the bulk.

1 Exactly marginal operators do not acquire anomalous dimensions upon deformation, i.e.,
they are protected by supersymmetry.
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aTWO-D IMENS IONAL N - BAND HOPF PUMP

In this appendix we give details of the calculations for N = 2 and N = 3 Hopf
pump.

a.1 the N = 2 hopf pump

We compute the winding number for the 2-band model in the adiabatic limit
BT ≫ 1. In this limit, the evolution operator takes the form UF

kxkyt
=

e
−2πin̂kxkyt·σ⃗(t−t0)/T e−iBσ3(t−t0). This operator takes the form

UF
kxkyt

=



e−2πiσ2t/T e−iBσ3t

−ie
−2πi(sin(ky)σ1+cos(ky)σ2)t 1

4

×e
−iBTσ3t 1

4 σ2e
−iBT

4
σ3

−e
−2πi(sin(kx)σ1+cos(kx)σ2)t 1

2

×e
−iBTσ3t 1

2 eikyσ3

e
−2πi(sin(δk)σ1+cos(δk)σ2)t 3

4

×e
−iBTσ3t 3

4 σ2e
−i(δk+BT

4
)σ3

(a.1)

where we introduced the notation δk = kx−ky . We notice that only during the
third segment of the drive the unitary UF

kxkyt
will give a non trivial contribution

to the winding number, as it does not depend independently on kx and ky for
the other segments of the drive. One then finds

(UF
kxkyt

)†∂kyU
F
kxkyt

= iσ3 (a.2)

(UF
kxkyt

)†∂kxU
F
kxkyt

= −i sin2
(
2πt

T

)
σ3

−
i

2
sin

(
4πt

T

)
[cos(a)σ1 + sin(a)σ2] (a.3)

(UF
kxkyt

)†∂tUF
kxkyt

= −i
BT

T
σ3 −

2π

T
[cos(a)σ1 − sin(a)σ2] (a.4)

where we introduced the notation a = kx − 2ky + (−1 + 2t
T
)BT . We conclude

that the trace gives 4π
T

sin
(
4πt
T

)
, and therefore we obtain W3[UF

kxkyt
] = 1, for

any value of BT as long as the adiabatic limit holds.
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a.2 doubling of the unit cell

We now consider a redefinition of the unit cell for the adiabatic N = 2 Hopf
pump of Sec.5.6. We double the unit cell in the x-direction, hence, there are
4 orbitals per unit cell, as shown on Fig. a.1. The model has 2 bands, both
doubly degenerate. Thus the classification discussed in this article cannot apply
in this example, as all the bands are not separated by a gap.

We first consider the gauge |ukxkytn⟩, n = 1, . . . , 4, that is obtained by Fourier
transform of the following four WFs (5.45)-(5.46): |wRxRyt1⟩, |wRxRyt2⟩,
|w(Rx+1)Ryt1⟩, and |w(Rx+1)Ryt2⟩, see Fig. a.1. The direct calculation of the
third winding number defined by such gauge choice gives W3[Ukxkyt] = 1.

Figure a.1: Redefinition of the unit cell. We consider a unit cell consisting of 4
orbitals.

Next, we introduce a change of basis between the two lower degenerate bands:

|ũkxkyt1⟩ = αkxkyt|ukxkyt1⟩+ βkxkyt|ukxkyt3⟩

|ũkxkyt3⟩ = γkxkyt|ukxkyt1⟩+ δkxkyt|ukxkyt3⟩,
(a.5)

which defines a unitary 2× 2 matrix

Vkxkyt =

(
αkxkyt βkxkyt

γkxkyt δkxkyt

)
. (a.6)

The above gauge defines a new unitary matrix Ũkxkyt. We make a choice for
Vkxkyt such that W3[Vkxkyt] = 1, this can be obtained by taking Vkxkyt to
be the unitary of the 2 sites unit cell example studied previously. Using this
definition for the gauge transformation, we obtain Ũkxkyt

Ũkxkyt =


cos(t0)2 sin(t0) − sin(t0) cos(t0) 0

− sin(t0) cos(t0) cos(t0) sin(t0)2 0

cos(t0) sin(t0) 0 cos(t0)2 sin(t0)

− sin(t0)2 0 − sin(t0) cos(t0) cos(t0)

,

Ũkxkyt =


sin(t 1

4
)2e2iky cos(t 1

4
) sin(t 1

4
) cos(t 1

4
)eiky 0

cos(t 1
4
) sin(t 1

4
)eiky − sin(t 1

4
)e−iky cos(t 1

4
)2 0

− sin(t 1
4
) cos(t 1

4
)eiky 0 sin(t 1

4
)2 cos(t 1

4
)

− cos(t 1
4
)2 0 cos(t 1

4
) sin(t 1

4
)e−ky − sin(t 1

4
)e−iky

,
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Ũkxkyt =


cos(t 1

2
)2e2iky 0 − cos(t 1

2
) sin(t 1

2
)ei(2ky−kx) − sin(t 1

2
)e−i(ky−kx)

− sin(t 1
2
)2eikx − cos(t 1

2
)e−iky − sin(t 1

2
) cos(t 1

2
) 0

cos(t 1
2
) sin(t 1

2
)eikx − sin(t 1

2
)e−iky cos(t 1

2
)2 0

− sin(t 1
2
) cos(t 1

2
)ei(2ky−kx) 0 sin(t 1

2
)2e2i(ky−kx) − cos(t 1

2
)e−iky

,

Ũkxkyt =


sin(t 3

4
)2 0 sin(t 3

4
) cos(t 3

4
)ei(ky−kx) − cos(t 3

4
)e−i(ky−kx)

− cos(t 3
4
)2eikx sin(t 3

4
) cos(t 3

4
) sin(t 3

4
)eiky 0

− sin(t 3
4
) cos(t 3

4
)ei(kx−ky) − cos(t 3

4
)e−iky sin(t 3

4
)2 0

cos(t 3
4
) sin(t 3

4
)ei(ky−kx) 0 cos(t 3

4
)2e2i(ky−kx) sin(t 3

4
)

,

for the 4 different segments of the drive, where we introduced the notation
tn = 2π

T
(t − nT ). We obtain that only the third and the fourth segments of

the drive contribute to the third winding number, both giving an opposite 1
2

contribution. Therefore W3[Ũkxkyt] = 0, demonstrating that the third winding
number is not gauge independent in presence of the band degeneracies.

Furthermore, imposing open boundary conditions in the y-direction, the edge
Chern number can be computed using the Wannier cut procedure described in
the main text. We consider for concreteness 8 layers in the y-direction, which
defines the ribbon supercell of 32 orbitals. We compute the bulk hybrid WFs
|w̃kxRytn⟩ from the Bloch eigenvectors |ũkxkytn⟩. Using these bulk hybrid WFs,
we obtain the upper edge projector Pedge

kxt
by removing the 16 WFs from the

bulk. Explicit computation leads to Chedge = 0, since the contribution of the
third and fourth time-segments cancel each other.

Lastly, we can define (N = 4)-band Hopf pump using the Bloch eigenstates
|ũkxkytn⟩

hkxkyt =

4∑
n=1

n|ũkxkytn⟩⟨ũkxkytn|, (a.7)

such that the 4 bands are now non-denegerate. The abelian part of the third
Chern-Simons form can be computed explicitly,

4∑
n=1

Pn3 = −
1

6
. (a.8)

This Hamiltonian (a.7) has NHopf = 0, since the third winding number of
Ũkxkyt vanishes. For this example NHopf ̸=

∑4
n=1 P

n
3 holds, thus, the non-

topological orbital magnetization
∑4
n=1m

nontop
n = 1/6 does not vanish.

a.3 the N = 3 hopf pump

For t ∈
[
0, T

6

]
, the states evolve as


|ukxkyt1⟩ = cos (t0δ) |1⟩ − sin (t0δ) eikx |3⟩,

|ukxkyt2⟩ = |2⟩,

|ukxkyt3⟩ = cos (t0δ) |3⟩+ sin (t0δ) e−ikx |1⟩,

(a.9)



232 two-dimensional N -band hopf pump

where we introduced the notation tn = 3π
T

(t− nT ) and the parameter δ ∈]0, 1[
which creates the asymmetry between the trajectories of |0⟩ and |1⟩. For
t ∈

(
T
6
, T
3

]
, the states evolve as


|ukxkyt1⟩ = cos(t 1

6
)|u

kxky
T
6
1
⟩ − sin(t 1

6
)|2⟩,

|ukxkyt2⟩ = sin(t 1
6
)|u

kxky
T
6
1
⟩+ cos(t 1

6
)|2⟩,

|ukxkyt3⟩ = |ukxky T
6
3
⟩.

(a.10)

For t ∈
(
T
3
, T
2

]
, the states evolve as


|ukxkyt1⟩ = − cos(t 1

3
)|2⟩ − sin(t 1

3
)e−iK |u

kxky
T
6
1
⟩,

|ukxkyt2⟩ = cos(t 1
3
)|u

kxky
T
6
1
⟩ − sin(t 1

3
)eiK |2⟩,

|ukxkyt3⟩ = |ukxky T
6
1
⟩,

(a.11)

where the notation K = kx + ky has been introduced. For t ∈
(
T
2
, 2T

3

]
, the

states evolve as

|ukxkyt1⟩ = − cos
(
δ(π

2
− t 1

2
)
)
e−iK |1⟩

+sin
(
δ(π

2
− t 1

2
)
)
e−iky |3⟩,

|ukxkyt2⟩ = |2
(
T
2

)
⟩,

|ukxkyt3⟩ = sin
(
δ(π

2
− t 1

2
)
)
e−ikx |1⟩

+cos
(
δ(π

2
− t 1

2
)
)
|3⟩.

(a.12)

For t ∈
(

2T
3
, 5T

6

]
, the states evolve as

|ukxkyt1⟩ = − cos(t 4
6
)e−iK |1⟩+ sin(t 4

6
)e−iky |2⟩,

|ukxkyt2⟩ = − cos(t 4
6
)eiK |2⟩ − sin(t 4

6
)eiky |1⟩,

|ukxkyt3⟩ = |3⟩.

(a.13)

For t ∈
(

5T
6
, T
)
, the states evolve as

|ukxkyt1⟩ = cos(t 5
6
)e−iky |2⟩+ sin(t 5

6
)|1⟩,

|ukxkyt2⟩ = − cos(t 5
6
)eiky |1⟩+ sin(t 5

6
)|2⟩,

|ukxkyt3⟩ = |3⟩.

(a.14)



bGEOMETRIC PROPERTIES OF CRIT ICAL
FLOQUET DRIVES

b.1 proof of properties for periodic points

In this appendix, we give brief proofs of the properties of our periodic points
listed in Sec. 9.2. For simplicity, we prove them for fixed points x∓∗ = x∓∗1; the
properties for periodic points with period p = 2, 3, . . . follow by replacing f± in
(9.14) by fp± in (9.6).

To prove 1, we note that f±(−L/2) ≶ −L/2 is equivalent to f±(L/2) ≶ L/2

since f± ∈ D̃iff+(S1), and thus, if the curve y = f±(x) crosses the straight line
y = x at a point where f ′± ≶ 1, it must cross this line again at another point
where f ′± ≷ 1. Continuity of f± ensures the alternating appearance of the fixed
points. 2 is a standard property of stable fixed points; to find the rate, one
can use the mean value theorem to conclude that limm→∞ |x∓(m+1)tcyc

(x)−
x∓∗ |/|x∓mtcyc(x) − x

∓
∗ | = f ′±(x∓∗ ) < 1. To prove 3, note that if x∓∗ = f±(x∓∗ )

then also f∓(y±∗ ) = y±∗ by setting x∓∗ = f−1
1 (f1(y

±
∗ )± v1,0t1) and rearranging.

4 follows using (9.9), (9.14), and fj ∈ D̃iff+(S1).

b.2 practical equations for fixed points

For p = 1, the formulas in (9.6) and (9.7) can be written in a symmetric way
for both ±-components as follows.

First, define

Fj(ξ) =

∫ ξ

0
dξ′

1

wj(ξ′)
(b.1)

for j = 1, 2. It follows that Fj(ξ) = (vj/Lvj,0)fj(ξL).
Second, define ξ∗ by L(v1,0/v1)ξ∗ = f1(x

∓
∗ )∓ v1,0t1/2. Using this, any fixed

points x∓∗ = x∓∗1 can be expressed as

x∓∗ = f−1
1 (L(v1,0/v1)ξ∗ ± v1,0t1/2) = LF−1

1 (ξ∗ ± τ1/2). (b.2)

Third, inserting (b.2) into (9.6) and rearranging implies that x∓∗ are given
by solutions ξ∗ to

τ2 =

∫ ξ∗−τ1/2

ξ∗+τ1/2
dξ′

w1(F
−1
1 (ξ′))

w2(F
−1
1 (ξ′))

(b.3)

for given (τ1, τ2).
Fourth, from (9.14) and the above, it follows that (9.7) is equivalent to that

tangent points x∓c = x∓c1 are given by (b.2) with ξ∗ = ξc that also solves

w2(F
−1
1 (ξc − τ1/2))

w1(F
−1
1 (ξc − τ1/2))

=
w2(F

−1
1 (ξc + τ1/2))

w1(F
−1
1 (ξc + τ1/2))

. (b.4)

233
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Combining (b.3) and (b.4) gives an equation system for (τ1, τ2) for each
solution ξc.

For the special case when v1(x) = v1 is constant, (9.6) and (9.7) for p = 1
can be written as

τ2 =

∫ ξ∗−τ1/2

ξ∗+τ1/2
dξ′

1

w2(ξ′)
= F2(ξ∗ − τ1/2)− F2(ξ∗ + τ1/2) (b.5)

and

w2(ξc − τ1/2) = w2(ξc + τ1/2), (b.6)

respectively.
In general, it follows from the above that any fixed points for the right-

and left-moving components (in addition to appearing in pairs of stable and
unstable points within a component) come in pairs x∓∗ given by (b.2) split
between the components. This together with (9.14) implies

f ′±(x∓∗ ) =
v2(x

∓
∗ )

v2(x
±
∗ )

v1(x
±
∗ )

v1(x
∓
∗ )
, (b.7)

and thus f ′+(x−∗ )f ′−(x+∗ ) = 1 for each such pair. In other words, if one of these
fixed points is stable, then the other is unstable, and vice versa.

The above equations are useful for practical computations, but we emphasize
that one must take into account the symmetries for τ1 and τ2 when working
with them, see Properties 3 and 4 in Sec. 9.2.

b.3 analytical results for special cases

In this appendix, we study in greater detail two special cases of our 2-step
Floquet drive with H1 homogeneous and H2 given first by Ex. 1 and second
by Ex. 4 in Table 9.1.

phase-transition lines for ex. 1 in table 9.1 Consider H2 given
by the deformation of Ex. 1 in Table 9.1, i.e.,

w2(ξ) = 1 + g
[
2 cos2(πξ)− 1

]
, (b.8)

which can be seen as a regularization of SSD CFT. From (b.1) and wj,0 =
vj,0/vj , we obtain F2(ξ) = FgSSD(ξ) and w2,0 = wgSSD,0 with

FgSSD(ξ) =
arctan

(√
(1− g)/(1 + g) tan(πξ)

)
π
√

1− g2
, (b.9a)

wgSSD,0 =
√

1− g2. (b.9b)

It is straightforward to check that

FgSSD(ξ)
g→1−−−−−→ FSSD(ξ) =

tan(πξ)

2π
, (b.10a)

wgSSD,0
g→1−−−−−→ wSSD,0 = 0 (b.10b)
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and

FgSSD(ξ)
g→0+−−−−→ ξ, wgSSD,0

g→0+−−−−→ 1. (b.11)

The limiting case in (b.10) explains why a regularization of SSD CFT is
necessary: For instance, v2,0 = v2wgSSD,0 vanishes as g → 1−, meaning that
f2 in (9.9) would not be well defined and thus not be an element of D̃iff+(S1),
cf. Sec. 9.2.

For g > 0, the only nontrivial solutions to (b.6) are ξc = −1/2 and 0. Inserting
this together with (b.9) into (b.5) and making our translation symmetries in
(τ1, τ2)-space manifest yields

τ2 =
n√

1− g2
+

2arctan
(√

1−g
1+g

tan(π[m− τ1]/2)
)

π
√

1− g2
(b.12)

for m,n ∈ Z. Clearly, it suffices to look at (τ1, τ2) ∈ (0, 1) × (0, 1/wgSSD,0),
and in this “unit cell” the transition lines are given by

τ2 =
2arctan

(√
1−g
1+g

tan(π[1− τ1]/2)
)

π
√

1− g2
, (b.13a)

τ2 =
1√

1− g2
−

2 arctan
(√

1−g
1+g

tan(πτ1/2)
)

π
√

1− g2
. (b.13b)

In the limit g → 1−, similar to (b.10), it follows from (b.13a) that

τ2 =
tan(π[1− τ1]/2)

π
(b.14)

while (b.13b) disappears to infinity [except for τ1 ∈ Z that give rise to straight
vertical lines, see Fig. 9.2(b)]. In the other limiting case, g → 0+, similar to
(b.11), both (b.13a) and (b.13b) become

τ2 = 1− τ1, (b.15)

i.e., the phase diagram consists of a straight “double” line describing an “empty”
transition. The results in (b.13) and (b.14) are plotted in Figs. 9.2(a)–(b)
(invoking the symmetries in τ1 and τ2).

phase diagrams due to fixed points and cusps in the heating
rate for ex. 4 in table 9.1 Consider H2 given by the deformation of
Ex. 4 in Table 9.1, i.e.,

w2(ξ) =
a

b+ cos(2πξ) + sin(2πkξ)
(b.16)

for a > 0, b > 2, and k ∈ Z+. As we will show, this case has the advantage of
analytical tractability at the same time as the parts of the phase diagram due
to only fixed points allow for interesting internal structure: There can be cusps
in the heating rate and regions with different number of unstable fixed points.

For clarity, we stress that we will consider only fixed-point (p = 1) solutions
to (9.6) in what follows.
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First, we compute the transition lines between regions with different number
of unstable fixed points. To do so, we note that (b.6) can be written as

sin(πkτ1) cos(2πkξc) = sin(πτ1) sin(2πξc), (b.17)

which has 2k solutions. Inserting these into (b.5) gives the transition lines. The
obtained heating phases due to only fixed points are shown in Fig. b.1 for
a = 6, b = 3, and different k. One can observe a simple pattern: If k increases
by one, the number of leaf-shaped regions at the extremities of the phase
diagram increases by one. Such leaves correspond to regions with four unstable
fixed points (two for each component). Whenever these leaves intersect, their
intersections have 6 unstable fixed points, and higher-order intersections will
have more unstable fixed points. In the middle of the overall heating phase,
some leaves also appear, but they do not intersect and therefore have four
unstable fixed points each.

Second, we analytically show the existence of a cusp in the heating rate for
the deformation in (b.16) with a = 6, b = 3, and k = 2. We focus on the large
center leaf in Fig. 9.3(a) [equivalently, Fig. b.1(a)] due to fixed points only:
The heating rate is then obtained by finding all ξ∗ solving (b.5), computing
the corresponding x∓∗ , inserting these into (b.7) to obtain the derivatives, and
finally inserting the latter into (9.8). For our particular choice of deformation,
finding fixed points is equivalent to solving

2 sin(πτ1) cos(2πξ∗) + sin(2πτ1) sin(4πξ∗) = −12π
(
τ2 +

τ1

2

)
. (b.18)

In this case, the periodicities in the τ1- and τ2-directions are 1 and 1/2,
respectively. Thus, the center of the phase diagram in Fig. b.1(a) is (τ1, τ2) =
(1/2, 1/4), and Fig. 9.3(c) indicates that it corresponds to a cusp in the heating
rate. Note that (τ1, τ2) = (1/2, 1/4) lies in a heating phase with two unstable
fixed points x−∗,1 and x+∗,2, one for each of the ±-components, and is equivalent
to (1/2,−1/4) due to the symmetries illustrated in Fig. 9.2. To interpret
the equations correctly, we use τ2 ∈ [−1/2, 0] in practice: Solving (b.18) for
(τ1, τ2) = (1/2,−1/4) yields two solutions ξ1∗ = 1/4 and ξ2∗ = −1/4, and it
follows from x∓∗,j = L(ξj∗ ± 1/4) [cf. (b.2)] and (b.7) that x−∗,1 = L/2 and
x+∗,2 = −L/2 with f ′+(x−∗,1) = 2 = f ′−(x+∗,2), i.e., both unstable fixed points
yield the same contribution to the heating rate, see Fig. b.2.

To prove that (τ1, τ2) = (1/2, 1/4) corresponds to a cusp in the heating rate,
we set τ1 = 1/2 and study the fixed points as functions of τ2. The solutions to
(b.18) are now (recall that we use τ2 ∈ [−1/2, 0] in practice):

ξ1∗ = +(1/2π) arccos(−3π[1 + 4τ2]/2),

ξ2∗ = −(1/2π) arccos(−3π[1 + 4τ2]/2).
(b.19)

The corresponding f ′+(x−∗,1) and f ′−(x+∗,2) are plotted in Fig. b.2 as functions
of τ2. Using (b.7), we obtain

lim
τ2→−1/4

∂τ2f
′
+(x−∗,1) = −6π,

lim
τ2→−1/4

∂τ2f
′
−(x+∗,2) = +6π,

(b.20)

implying that the maximum of f ′+(x−∗,1) and f ′−(x+∗,2) is not differentiable at
(τ1, τ2) = (1/2, 1/4). This together with (9.8) proves the existence of a cusp in
the heating rate, and thus that this is a possibility in general.
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11

The results in (C6) and (C7) are plotted in Figs. 2(a)–
(b) (invoking the symmetries in ⌧1 and ⌧2). As stressed
in the main text, Fig. 2(b) agrees perfectly with Fig. 1(c)
in [33] and one can even analytically show that (C7) gives
the same results as in the latter (using that the transition
lines for SSD CFT in [33] are implicitly given by [1 �
(⇡⌧2)

2] sin2(⇡⌧1)+⇡⌧2 sin(2⇡⌧1) = 0 with ⌧1 = T0/L and
⌧2 = T1/L, translating the notation in [33] to ours).

2. Phase diagrams due to fixed points and cusps in
the heating rate for Ex. 4 in Table I

Consider H2 given by the deformation of Ex. 4 in Ta-
ble I, i.e.,

w2(⇠) =
a

b + cos(2⇡⇠) + sin(2⇡k⇠)
(C9)

for a > 0, b > 2, and k 2 Z+. As we will show, this case
has the advantage of analytical tractability at the same
time as the parts of the phase diagram due to only fixed
points allow for interesting internal structure: There can
be cusps in the heating rate and regions with different
number of unstable fixed points.

For clarity, we stress that we will consider only fixed-
point (p = 1) solutions to (4) in what follows.

First, we compute the transition lines between regions
with different number of unstable fixed points. To do so,
we note that (B6) can be written as

sin(⇡k⌧1) cos(2⇡k⇠c) = sin(⇡⌧1) sin(2⇡⇠c), (C10)

which has 2k solutions. Inserting these into (B5) gives
the transition lines. The obtained heating phases due to
only fixed points are shown in Fig. 9 for a = 6, b = 3,
and different k. One can observe a simple pattern: If
k increases by one, the number of leaf-shaped regions
at the extremities of the phase diagram increases by one.
Such leaves correspond to regions with four unstable fixed
points (two for each component). Whenever these leaves
intersect, their intersections have 6 unstable fixed points,
and higher-order intersections will have more unstable
fixed points. In the middle of the overall heating phase,
some leaves also appear, but they do not intersect and
therefore have four unstable fixed points each.

Second, we analytically show the existence of a cusp in
the heating rate for the deformation in (C9) with a = 6,
b = 3, and k = 2. We focus on the large center leaf
in Fig. 3(a) [equivalently, Fig. 9(a)] due to fixed points
only: The heating rate is then obtained by finding all ⇠⇤
solving (B5), computing the corresponding x̃⌥

⇤ , inserting
these into (B7) to obtain the derivatives, and finally in-
serting the latter into (6). For our particular choice of
deformation, finding fixed points is equivalent to solving

2 sin(⇡⌧1) cos(2⇡⇠⇤) + sin(2⇡⌧1) sin(4⇡⇠⇤)

= �12⇡
⇣
⌧2 +

⌧1
2

⌘
. (C11)
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(b) k = 3
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(c) k = 4

Figure 9. Phase diagrams showing heating phases due to only
fixed points for the special case when H1 is homogeneous and
H2 is given by Ex. 4 with a = 6, b = 3, and (a) k = 2, (b)
k = 3, or (c) k = 4. In all diagrams, the center leaf-shaped
region in light pink contains two unstable fixed points (one for
each of the ±-components), while leaves in dark pink contain
four or more (an intersection of two leaves with m unstable
fixed points each yields a new leaf with m + 2 unstable fixed
points). See the caption to Fig. 2 for further details.

In this case, the periodicities in the ⌧1- and ⌧2-directions
are 1 and 1/2, respectively. Thus, the center of the phase
diagram in Fig. 9(a) is (⌧1, ⌧2) = (1/2, 1/4), and Fig. 3(c)
indicates that it corresponds to a cusp in the heating rate.
Note that (⌧1, ⌧2) = (1/2, 1/4) lies in a heating phase
with two unstable fixed points x̃�

⇤,1 and x̃+
⇤,2, one for each

of the ±-components, and is equivalent to (1/2,�1/4)
due to the symmetries illustrated in Fig. 2. To interpret

Figure b.1: Phase diagrams showing heating phases due to only fixed points for the
special case when H1 is homogeneous and H2 is given by Ex. 4 with
a = 6, b = 3, and (a) k = 2, (b) k = 3, or (c) k = 4. In all diagrams, the
center leaf-shaped region in light pink contains two unstable fixed points
(one for each of the ±-components), while leaves in dark pink contain
four or more (an intersection of two leaves with m unstable fixed points
each yields a new leaf with m+2 unstable fixed points). See the caption
to Fig. 9.2 for further details.
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f ′+(x−∗,1) f ′−(x
+
∗,2)

0.2 0.22 0.24 0.26 0.28 0.3 0.32

1

1.2

1.4

1.6

1.8

2

2.2

2.4

0.18

τ2

f ′

Figure b.2: Plots of f ′
+(x−

∗,1) (blue curve) and f ′
−(x+

∗,2) (red curve) obtained using
(b.19) as a function of τ2 for τ1 = 1/2 fixed. The black dashed curve is
the maximum, corresponding to the heating rate through (9.8), and has
a cusp at τ2 = 1/4.

b.4 computation of entanglement entropy

In what follows, we compute the von-Neumann entanglement entropy SA(t)
for a subsystem on the interval A = [x, y] with the rest of the system. This can
be defined as

SA(t) = lim
m→1

1

1−m
log
(
Tr
[
ρ̂A(t)

m
])
, (b.21)

where ρ̂A(t) = UnF ρ̂AU
−n
F for t = ntcyc and ρ̂A is the reduced density matrix

for the subsystem on A.
The computation of SA(t) can be done with the help of twist fields Φm(x; t),

whose conformal weights are ∆±
m = (c/24)(m− 1/m) [173]:

SA(t) = lim
m→1

1

1−m
log
[
⟨0|Φm(x; t)Φm(y; t)|0⟩

]
, (b.22)

see [69] for a review. Using the result in (9.18) and taking the limit yields
(9.19).

Before ending this appendix we give two more remarks:
First, for the more general case where the two components in the Hamiltonian

have different drives, we note that the entanglement entropy can also decay
linearly in time, different from cases (a) and (b) in Sec. 9.3. For example, this
can happen in the following case:

(c) Suppose that there are at least two unstable periodic points x−∗p,1 and
x−∗p,2 with respect to the right-moving component, while the left-moving com-
ponent remains undriven (or vice versa), and that the interval is chosen as
A = [x−∗p,1, x

−
∗p,2], see Fig. b.3. In this case,

S+(t) = −
log
[
fp ′
+ (x−∗p,1)

]
+ log

[
fp ′
+ (x−∗p,2)

]
ptcyc

t+ o(t),

S−(t) = o(t). (b.23)

Since fp ′
+ (x−∗p,1) and fp ′

+ (x−∗p,2) > 1, the entanglement entropy decays linearly
in time. We stress that the system is still heating, i.e., the total energy grows
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exponentially even though the entanglement entropy decreases. This general-
izes previous results in [125] for Floquet drives in deformed CFTs where the
Hamiltonian is a linear combination of the Virasoro generators {L±

0 , L
±
m, L

±
−m}

for some m ∈ Z+ to inhomogeneous CFT with general smooth deformations.

A

x−
∗p,1

x−
∗p,2

Figure b.3: Illustration of the additional case (c) described in this appendix for the
entanglement entropy SA(t) in the heating phase. See the caption to
Fig. 9.6 for further details.

Second, if there is only one unstable fixed point per component (by definition,
there cannot be only one periodic point with period p > 1, if such exists),
the entanglement entropy cannot grow for long times in the case of periodic
boundary conditions (which we have here). However, using open boundary
conditions, the right- and left- moving components are connected and the
entanglement entropy grows linearly in time if A contains one of the two
unstable fixed points, as discussed for the special case of sl(2)-deformations in
[124], where the deformed Hamiltonian is a linear combination of the Virasoro
generators {L±

0 , L
±
1 , L

±
−1}.

b.5 computation of mutual information

Below we compute the mutual information IA;B(t) = SA(t) +SB(t)−SA∪B(t)
for two intervals A = [x1, x2] and B = [x3, x4]. We give details only for the
right-moving component (without loss of generality, since the two ±-components
commute). Moreover, it follows from Sec. 9.3 that the result is nontrivial if
and only if A and B contain at least one unstable periodic point each, denoted
x−∗p,A and x−∗p,B ̸= x−∗p,A, respectively, see Fig. 9.8; we will assume this in what
follows.
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Computing SA(t) and SB(t) can be done using (9.19). To compute SA∪B(t)
requires a 4-point correlation function of twist fields (cf. Appendix b.4) of the
form (

4∏
j=1

[
∂x−t (xj)

∂x

]∆+
m

)
(b.24)

×
(

iπ

L sin(π[x−t (x1)− x−t (x4) + i0+]/L)

)2∆+
m

×
(

iπ

L sin(π[x−t (x2)− x−t (x3) + i0+]/L)

)2∆+
m

F(u),

where F(u) is the conformal block, which depends on the operator content of
the theory, and

u =
sin(π[x−t (x1)− x−t (x4) + i0+]/L)

sin(π[x−t (x1)− x−t (x2) + i0+]/L)

×
sin(π[x−t (x2)− x−t (x3) + i0+]/L)

sin(π[x−t (x4)− x−t (x3) + i0+]/L)
(b.25)

is the cross ratio. We will use that the conformal block F(u) does not contribute
if u tends to a constant finite value different from 1, see, e.g., Appendix B of
[125].

For the two cases (a) and (b) described in Sec. 9.3:
(a) Since x−t (x2) and x−t (x3) flow to x−∗p,AB , while x−t (x1) and x−t (x4) flow

to two other different stable periodic points x−∗p,1 and x−∗p,4, it follows that
u tends to 0, implying that F(u) does not contribute for large t and can be
neglected in what follows. Due to Property 2 in Sec. 9.2, the contributions
to the von-Neumann entanglement entropy SA∪B(t) from x−t (x2) and x−t (x3)
cancel [see the argument for the case (b) in Sec. 9.3], and thus the leading
contribution from the right-moving component to SA∪B(t) is

−
c

12
log

[
∂x−t (x1)

∂x

∂x−t (x4)

∂x

(
iπ

L sin(π[x−t (x1)− x−t (x4) + i0+]/L)

)2
]
.

(b.26)

The derivative factors above decay exponentially as x−t (x1) and x−t (x4) flow
to their respective stable periodic points, which implies that (b.26) goes as

−
c

12

log[fp ′
+ (x−∗p,1)] + log[fp ′

+ (x−∗p,4)]

ptcyc
t+ o(t) (b.27)

for large t. This and the results for SA(t) and SB(t) [cf. (9.20)] imply that the
leading contribution to IA;B(t) from the right-moving component is given by
(9.22).

(b) We can repeat the argument in (a), recalling that x−t (xj) (j = 1, 2, 3, 4)
flow to four different stable periodic points. Again, u tends to a constant
different from 1, and thus F(u) does not contribute for large t, as before. The
derivative terms in (b.24) will all decay exponentially, while the denominators
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stay finite. It follows that the leading contribution to SA∪B(t) is canceled by
the corresponding ones to SA(t) + SB(t), meaning that the contribution from
the right-moving component to IA;B(t) does not change with time for large t.

To summarize, the intervals A and B have to contain at least one unstable
periodic point each and to be separated by a single stable periodic point for
IA;B(t) to grow linearly in time for large t.





cSOLV ING THE FLOQUET RECURS ION RELATION

We solve the recursion relation in (13.135) for the matrix in (13.133). We note
that it is enough to solve the recursion for I(n,M)

1,1 and I(n,M)
1,2 , since they are

coupled to each other but decoupled from the rest:

I
(n,M)
1,1 =

[
cosh2(ν)− sinh2(ν)q2n2

]
I
(n,M−1)
1,1

+
1

2
sinh(2ν)

(
1− q2n2

)
q
2(M−1)n
2 q

2(M−1)n
1 I

(n,M−1)
1,2 ,

I
(n,M)
1,2 =

1

2
sinh(2ν)

(
1− q−2n

2

)
q
−2(M−1)n
2 q

−2(M−1)n
1 I

(n,M−1)
1,1

+
[
cosh2(ν)− sinh2(ν)q−2n

2

]
I
(n,M−1)
1,2 . (c.1)

The seed conditions for the recursion is I(n,0)1,1 = 1 and I(n,0)1,2 = 0. The second
equation above can be written more symmetrically as

I
(n,M)
1,2 q

2(M−1)n
2 q

2(M−1)n
1 =

1

2
sinh(2ν)

(
1− q−2n

2

)
I
(n,M−1)
1,1

+
[
cosh2(ν)− sinh2(ν)q−2n

2

]
I
(n,M−1)
1,2 q

2(M−1)n
2 q

2(M−1)n
1 . (c.2)

Therefore, multiplying by xM for an arbitrary x ∈ R,

I
(n,M)
1,1 xM =

[
cosh2(ν)− sinh2(ν)q2n2

]
I
(n,M−1)
1,1 xM

+
1

2
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2
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2 q

2(M−1)n
1 xM . (c.3)

Summing over M from 1 to ∞, we obtain

I
(n)
1,1 (x)− 1 =

[
cosh2(ν)− sinh2(ν)q2n2
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xI
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where we defined the generating functions

I
(n)
1,1 (x) =
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M=0

I
(n,M)
1,1 xM , I

(n)
1,2 (x) =
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I
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The solutions to the generating functions are

I
(n)
1,1 (x) = (c.6)
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(c.7)

We note that the first expression can be rewritten as

I
(n)
1,1 (x) =
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1 x)
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with
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Noting that (βn ± γn)/2 = λ±n in (13.126) and re-expanding

I
(n)
1,1 (x) =

∞∑
M=0

I
(n,M)
1,1 xM (c.10)

as a power series in x, we obtain
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The result alternatively reads
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with

εn = −
2
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sin(2πnτ1) cos(2πnτ2) + cos(2πnτ1) sin(2πnτ2) cosh(2ν)
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4− σ2

n
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using σn in (13.125). In conclusion, the Loschmidt echo after M cycles for the
ground state is

LΩ(M [t1 + t2]) =
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n>0
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L
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with λ±n in (13.126) and εn in (c.13).
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